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Overview

The present thesis is basically arranged in four chapters that are preceded by a short introduction.
All research work was done in collaboration with my supervisor Arne Dür.

In Chapter 1 the physically based renderer RADIANCE is validated against selected test scenes
from the CIE 171:2006 publicationTest Cases to Assess the Accuracy of Lighting Computer Pro-
grams[CIE06]. We use the six experimental test cases and three scenes with analytical refer-
ences and show that RADIANCE yields highly accurate results if appropriate parameter settings
are selected. The only weakness that was discovered occurred in testscenes containing circular
luminaires where the simulated mean room illuminance was below the CIE lower limit. There-
sults of this validation were presented at the7th InternationalRADIANCE Workshop[GMD08].

Chapter 2 analyzes computational methods that are implemented in RADIANCE and proposes
modifications that improve the accurracy of the calculations. Based on the findings from Chap-
ter 1 the adaptive source subdivision algorithm implemented in RADIANCE is investigated in the
first section. Here we present an improved subdivision algorithm for circular light sources that
avoids ray aiming failures and thus increases the accuracy in the direct illumination calculation.
Together with the validation of RADIANCE this method was presented at the7th International
RADIANCE Workshop[GMD08]. In the second part we analyze the Ward-Dür BRDF and its
sampling, and survey the problematic behaviour at grazing angles. Incorporating the criticism
by Neumann et al. [NNSK99] we propose a modification that preserves Helmholtz reciprocity,
is computationally cheap to evaluate, admits efficient importance sampling, and proved to be
better suited for fitting measured BRDF data of a linoleum floor used in a real-world building.
We plan to present this work at a computer graphics conference on rendering.

Chapter 3 discusses color rendering with local or global illumination. We propose an im-
proved color rendering index (CRI) that brings the standard CIE CRI up to date and is better
qualified to predict human color perception especially for LED light sources. In the second part
we describe how RADIANCE is extended from RGB to a discrete spectrum using 81 wavelengths
and how this spectral renderer can be used to predict the CRI and the correlated color tempera-
ture in globally illuminated scenes. These results were presented at the conferenceHuman Vision
and Electronic Imaging XIV[GMD09a] and have been published in the articleColor-rendering
indices in global illumination methodsin theJournal of Electronic Imaging[GMD09b].

In Chapter 4 we use the spectral extension of RADIANCE for evaluations by two action spectra
other than the luminous efficiency function – the circadian action function describing the mela-
tonin suppression and the photosynthesis action spectrum. We display how the corresponding
indices can be estimated in real-world scenes and show that inaccuracies introduced by RGB
approximations are significant. This work will be presented at the5th European Conference on
Colour, Imaging, and Vision CGIV 2010and appear in the articleEstimating Melatonin Sup-
pression and Photosynthesis Activity in Real-World Scenes from Computer Generated Imagesin
the conference proceedings [GMD10].
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Introduction

Global illumination methods are commonly used tools in computer graphics to obtain photore-
alistic images. Moreover it is important to have realistic and physically correctsimulations for
many applications. For example prototyping as well as architectural design,industrial design
and lighting engineering are fields where photorealistic rendering and radiometrically correct
computations are needed.

Lighting simulation starts with a so called local illumination model taking into account only
surface characteristics and direct lighting. In contrast it is not only direct but also indirect illu-
mination that occurs in real-world scenes. Global illumination methods, however, consider all
objects in the scene as potential sources of lighting in order to simulate the effects of interreflec-
tion. The aim of a global illumination algorithm is to solve therendering equationthat describes
the steady-state distribution of light energy in a scene and was first formulated by Kajiya [Kaj86]
as

L(x, y) = Le(x, y) +

∫

Ωx

Li(x, z)fr(x, y, z) cos θzdωz,

where

x ∈ R
3 is a point on a surface in the scene,

y, z ∈ R
3 are directions,

L(x, y) is the total outgoing radiance from pointx into directiony,

Le(x, y) is the emitted radiance from pointx into directiony,

Li(x, z) is the incident radiance at pointx from directionz,

fr(x, y, z) is the bidirectional reflectance distribution function specifying the amount of

radiance incident at pointx from directionz that is reflected into directiony,

θz is the angle betweenz and the surface normal inx,

ωz = sin θzdθzdφz is the differential solid angle at directionz, and

Ωx is the hemisphere around the surface normal inx.

The rendering equation is a Fredholm integral equation of the second kindand can thus be
solved by a Neumann series. Background information on the Neumann series can be found in
most books on functional analysis (e.g. [Heu92, Wer95]).

In computer graphics basically two approaches are used to approximate theNeumann series
solution of the rendering equation. Theradiosity method[SP94] is based on the assumption
that all surfaces in the scene are perfectly diffuse. This method calculates the distribution of
light energy by evaluating the form factors between the single surfaces.To enable simulations
of scenes containing not only diffuse surfaces or with participating media,extensions to the
radiosity method such as a bidirectional solution are needed.
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Introduction

On the other hand,ray tracing methods[Gla89, DBB03] send virtual light rays from the light
sources into the scene, where they are reflected and eventually hit the image plane (forward
ray tracing, see Figure 0.1(a)). Because this procedure is only effective if most rays really hit
the receiver and do not leave the scene somewhere else, forward raytracing is mainly used
for simulations of optical systems and lenses. However, in simulations of real-world scenes
such as the interior lighting of buildings, most rays would miss the image plane resulting in a
computationally demanding procedure. For these cases pixel-driven or backward ray tracing is
better qualified, because here the sample rays are sent from the view pointthrough the pixel in
the image plane into the scene (see Figure 0.1(b)).

(a) (b)

Figure 0.1: Basic idea of (a) forward ray tracing and (b) backward ray tracing.

In the physically-based rendering software RADIANCE [WS98] that has been developed by
Greg Ward since 1985, backward ray tracing is implemented. RADIANCE is widely used in
lighting design and architectural illumination planning for simulations of luminance and illu-
minance distributions. Especially for daylight simulations and daylight factor calculations this
rendering tool is frequently used and was validated in [Gry89, Mar99, UWP05, RB06, GMD08].

The aim of the present thesis is to investigate the mathematical methods and algorithmsthat
are implemented in RADIANCE and to propose modifications and extensions that make this
powerful software toolkit more accurate and even more powerful. We propose an improved al-
gorithm for the adaptive subdivision of circular light sources that is used as sampling scheme for
the Monte Carlo integration of flat area light sources. Based on investigations on the energy bal-
ance of the Ward-D̈ur BRDF [Dür06] a modified BRDF is presented that meets energy balance
and is suitable for importance sampling. Finally, we propose to extend RADIANCE from RGB to
a discrete spectrum for reasons of accuracy and applicability of spectrally selective calculations.
We exemplify this by calculating the color-rendering index, the correlated color temperature,
the circadian action factor, and the photosynthesis activity from computer generated images of
real-world scenes rendered with RADIANCE.
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1 Validation of RADIANCE Against CIE
171:2006 Test Cases

Drum prüfe, wer sich ewig
bindet . . .

(Friedrich von Schiller,
1759-1805)

In 2006 the technical committee 3-33 of the International Commission in Illumination (CIE)
proposed “test cases to assess the accuracy of lighting computer programs” in their publication
CIE 171:2006 [CIE06]. The goal of the committee was to find test cases thathelp users to
compare different simulation programs in terms of various aspects of light propagation.

The set of proposed scenes consists of both experimental test cases and test cases with analyti-
cal references. The former are based on the experimental protocol of CIBSE TM 28/00 by Slater
and Graves [SG02] and describe real-world test scenes. For these test cases the reference data
presented in [CIE06] were measured following given recommendations to minimize the possible
ambiguities. For the second part of the test cases the analytical references were calculated based
on the underlying physical laws. Thereby single aspects of the light propagation can be isolated
and uncertainties in the reference values eliminated. The acceptance of these CIE test cases can
be seen by published validations of well-known lighting software such as AGI32 [Dau07] and
the Velux Daylight Visualizer 2 [LJJ09].

To assess the accuracy of simulations with RADIANCE we use all six proposed experimental
test cases and select three test cases with analytical references that deal with various aspects of
diffuse reflections. We consider them important because for example in architectural lighting
design most surfaces are modeled with diffuse materials.

Unless otherwise noted RADIANCE in its version 3.8 is used for the simulations described in
this chapter. A bug was corrected insource.cwhere we changed a function call fromintens()
to bright() (for details on the difference between these two functions see Chapter 3). Follow-
ing our recommendation this was also changed in the later versions of RADIANCE (see CVS
on [Rad10]).

We perform the illuminance calculations for the test scenes using RADIANCE ’s rtrace pro-
gram that is designed to compute (ir)radiances at single points. With thertracecall

echo px py pz dx dy dz | rtrace -I [optional parameters settings] octree|
rcalc -e ’$1=47.4*$1+120*$2+11.6*$3’

the illuminance (option-I ) at a measurement point(px, py, pz) with measurement surface nor-
mal direction(dx, dy, dz) is calculated in the scene that is specified by theoctree. The call to
rcalc at the end is used to transform from the radiometric unit irradiance to the photometric unit
illuminance. In the different test scenes we specify additional parametersto account for varying
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1 Validation of RADIANCE Against CIE 171:2006 Test Cases

requirements due to geometry or materials and explain them where they occur.Further infor-
mation on the modeling of geometry and materials as well as parameter settings can be found
in [WS98].
All given rendering times were measured using a 3GHz Intel Core2 Duo E8400 with 4GB RAM.

1.1 Proposed Experimental Test Cases

In Chapter 4 of [CIE06] the CIE proposes test cases with reference values that were obtained
from experimental measurements. Figure 1.1 shows the set-up of the test room that is 6.78m
long, 6.72m wide, and has a ceiling height of 3.24m. Inside the room four regularly spaced
luminaires are mounted at a height of 3.14m in case of point light sources (test cases 4.1 and
4.4) or at 3.20m in case of area light sources (test cases 4.2, 4.3, 4.5, and 4.6). Illuminance
measurements are performed at 49 regularly spaced points as indicated in Fig. 1.1 at a height of
0.8m above the floor.

Door

Door
Sensor

Light source

Position

1

1

1

2

2

2

3

3

3

4

4

4

5

5

6

6

7

7

6.78 m

6.
72

m

1.695 m1.695 m 3.39 m

3.
36

m
1.

68
m

1.
68

m

Figure 1.1: Set-up of CIE experimental test cases 4.1 to 4.6, with four light sources and 49
regularly spaced sensor positions.

The surface materials of the ceiling and the walls are spectrally neutral and “due to the low
reflectance of the floor, the related error source is likely negligible with respect to the illumi-
nance measurements” [CIE06]. Thus we also model the floor as being spectrally neutral. In
our RADIANCE simulations we model the different surfaces perfectly diffuse, i.e. we setspec-
ularity and roughness both equal to zero because no BRDF measurementsare available. For
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1.1 Proposed Experimental Test Cases

the light sources measured luminous intensity distributions are given in CIBSETM14 format in
the appendix of [CIE06]. In RADIANCE such tabulated intensity distributions are attached to a
light material by using abrightdatapattern. Because the CIE does not provide a spectrum for
the luminaires, which are all fluorescent lamps, we use the spectrum of the standard fluorescent
lamp FL11 as specified by the CIE in [CIE04]

For the RADIANCE simulations withrtrace the following parameters are changed from their
default values:

-dt 0 -ab 6 -ad 3072.

Setting the direct threshold-dt to zero ensures that any direct contribution is accounted for, even
for multiple reflected rays or small parts of a subdivided light source. Thenumber of ambient
bounces is set to-ab 6to allow sufficient diffuse reflections that contribute to the measured point
illuminance. We also tested higher settings for-ab, but while the rendering times increased
significantly, the simulated illuminance values did not change. The specified number of ambient
divisions -ad determines how many child rays are spawned from a diffusely reflected ray. To
increase the accuracy of the ambient calculation we tripled the default valuefrom 1024 to 3072.
Any additional parameter changes for single test scenes are given in theparticular subsection.

The upper and lower mean room illuminance limits in Tables 1.1 to 1.6 as well as the total
error band limits and the measurement band limits for the point illuminances that arepresented
in Appendix A in Tables A.1 to A.6 are taken from [CIE06]. The mean room illuminance
limits are calculated asm ± 2 · 0.063 · m, wherem denotes the measured value. For the point
illuminances the measurement band limits are defined asm ± 2 · 0.067 · m, the total error band
limits, which include both measurement and simulation errors, asm ± 2 · 0.105 · m.

1.1.1 Test case 4.1 – Artificial lighting scenario - compact fl uorescent
lamp, gray wall

For test case 4.1 the surface reflectances are specified in [CIE06] withR = 0.7 ± 0.01 for the
white acoustic tiled ceiling,R = 0.06 ± 0.01 for the dark brown floor, andR = 0.41 ± 0.02
for the matte gray walls. In the RADIANCE simulations we model these surfaces asplastic
with constant RGB values(R, R, R) where we do not consider the variations. For the four
bare compact fluorescent lamps (CFLs) with measured total lumen outputs of2182lm, 2196lm,
2203lm, and 2182lm no size is specified in [CIE06]. We chose to model them inRADIANCE as
spheres with radii of 5cm using thelight material with RGB values of(143.4, 119.7, 71.4),
(144.3, 120.5, 71.8), (144.7, 120.9, 72.1), and (143.4, 119.7, 71.4), respectively, representing
the FL11 spectrum with the particular lumen output.

The RADIANCE simulation result for the mean room illuminance in Table 1.1 is inside the
limits given by the CIE. Considering the point illuminances, which can be foundin Table A.1 in
Appendix A, only 3 out of 49 values (6.1%) are slightly outside the measurement band, but all
are inside the specified total error band. The calculation time for all 49 pointilluminances was
144 seconds.
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1 Validation of RADIANCE Against CIE 171:2006 Test Cases

Upper limit 112.0

Simulated mean room illuminance with RADIANCE 88.3

Lower limit 88.0

Table 1.1: RADIANCE result for the mean room illuminance of CIE test case 4.1, gray wall -
CFL lamp, with upper and lower limits as given by the CIE.

1.1.2 Test case 4.2 – Artificial lighting scenario - opal lumi naire, gray wall

In this test case the same surface materials as in test case 4.1 are used except for the reflectance
of the wall which isR = 0.52 ± 0.02 here. The four opal luminaires with measured total
lumen outputs of 1850lm, 1830lm, 1870lm, and 2110lm are disks with a diameter of 0.45m.
Thus we model them in RADIANCE as ring with inner radius of zero and outer radius of
0.225m and use thelight material with RGB values of(10.51, 8.78, 5.23), (10.40, 8.68, 5.18),
(10.62, 8.87, 5.29), and(11.99, 10.01, 5.97), respectively, representing the FL11 spectrum with
the particular lumen output.

As this test scene contains large area light sources we modify an additionalparameter in the
rtrace call and set-ds 0.02. Thereby the number of subdivisions of a light source and thus
the number of rays used for sampling increases. However, setting-ds to even smaller values
leads to aiming failures in this test scene with circular luminaires. In Section 2.1 weinvestigate
the sampling algorithm that is used in RADIANCE 3.8 and propose an improved subdivision
algorithm for circular light sources.

Upper limit 67.5

Simulated mean room illuminance with RADIANCE 51.5

Simulated mean room illuminance with improved disk subdivision 54.1

Lower limit 53.1

Table 1.2: RADIANCE result for the mean room illuminance of CIE test case 4.2, gray wall -
opal lamp, with upper and lower limits as given by the CIE.

The mean room illuminance calculated with RADIANCE is 4.8% below the lower limit given
by the CIE. From the point illuminances, which can be found in Table A.2 in Appendix A,
32 out of 49 values (65.3%) are outside the measurement band, but all values are inside the
specified total error band. However, using the improved subdivision algorithm (see Section 2.1)
the simulated mean room illuminance is inside the error band and the ratio of point illuminances
outside the measurement band is reduced to 24.5% (12 out of 49 values). With our proposed
subdivision algorithm the rendering time increased from 188 to 258 seconds.

6



1.1 Proposed Experimental Test Cases

1.1.3 Test case 4.3 – Artificial lighting scenario - semi-spe cular reflector
luminaire, gray wall

For this test scene the same materials as in test case 4.2 are used. The four square area light
sources are semi-specular reflector (SSR) luminaires that have a side length of 60cm and mea-
sured total lumen outputs of 4087.7lm, 4174.7lm, 4135.0lm, and 4114.3lm. Again using the
FL11 spectrum we derive RGB values of(19.16, 16.00, 9.53), (19.57, 16.35, 9.74),
(19.33, 16.14, 9.62), and(19.30, 16.12, 9.61) for the four light sources. For the same reason
as described in test case 4.2 the parameter-ds is set to 0.02.

Upper limit 254.2

Simulated mean room illuminance with RADIANCE 234.7

Lower limit 199.8

Table 1.3: RADIANCE result for the mean room illuminance of CIE test case 4.3, gray wall -
SSR luminaire, with upper and lower limits as given by the CIE.

The RADIANCE simulation results for the mean room illuminance as well as all 49 point
illuminances (see Table A.3 in Appendix A) are within the error bands as specified by the CIE.
The simulation time for this test scene 4.3 was 345 seconds for all 49 measurement points.

1.1.4 Test case 4.4 – Artificial lighting scenario - compact fl uorescent
lamp, black wall

For this test case 4.4 the surface reflectances are specified in [CIE06]with R = 0.03 ± 0.01
for the black velvet ceiling,R = 0.06 ± 0.01 for the dark brown floor, andR = 0.04 ± 0.01
for the matte black walls. In the RADIANCE simulations we model these surfaces asplastic
with constant RGB values(R, R, R) where we do not consider the variations. The same four
luminaires as specified for test case 4.1 are used here.

Upper limit 37.5

Simulated mean room illuminance with RADIANCE 36.0

Lower limit 29.5

Table 1.4: RADIANCE result for the mean room illuminance of CIE test case 4.4, black wall -
CFL lamp, with upper and lower limits as given by the CIE.

The RADIANCE simulation results for the mean room illuminance as well as all 49 point
illuminances (see Table A.4 in Appendix A) are within the error bands as specified by the CIE.
The simulation time for this test case 4.4 was 143 seconds for all 49 measurement points.

7



1 Validation of RADIANCE Against CIE 171:2006 Test Cases

1.1.5 Test case 4.5 – Artificial lighting scenario - opal lumi naire, black
wall

The materials used in this test scene are equal to those specified for test case 4.4 and the circular
opal luminares’ specifications are the same as in test case 4.2. Again we additionally set the
parameter-dsto 0.02 to increase the number of subdivisions of the large area light sources.

Upper limit 51.1

Simulated mean room illuminance with RADIANCE 40.5

Simulated mean room illuminance with improved disk subdivision 43.1

Lower limit 40.1

Table 1.5: RADIANCE result for the mean room illuminance of CIE test case 4.5, black wall -
opal lamp, with upper and lower limits as given by the CIE.

The calculated mean room illuminaces are inside the specified error limits for boththe RA-
DIANCE simulation and the simulation using the improved disk subdivision algorithm (see Sec-
tion 2.1). However, with RADIANCE 14 out of 49 point illuminances (28.6%) are below the
measurement band lower limit, whereas with the improved subdivision for circular light sources
all values are within the given error band (see Table A.5 in Appendix A). The rendering times
were 189 seconds with RADIANCE and 255 seconds using our proposed subdivision algorithm.

1.1.6 Test case 4.6 – Artificial lighting scenario - semi-spe cular reflector
luminaire, black wall

The materials used in this test scene are equal to those specified for test case 4.4 and the semi-
specular reflector luminares’ specifications are the same as in test case 4.3. Again, we addition-
ally set the parameter-ds to 0.02 to increase the number of subdivisions of the four large area
light sources.

Upper limit 228.5

Simulated mean room illuminance with RADIANCE 212.9

Lower limit 179.5

Table 1.6: RADIANCE result for the mean room illuminance of CIE test case 4.6, black wall -
SSR luminaire, with upper and lower limits as given by the CIE.

The RADIANCE simulation results for the mean room illuminance as well as all 49 point
illuminances (see Table A.6 in Appendix A) are within the error bands specified by the CIE. The
simulation time for all 49 measurement points was 308 seconds.
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1.2 Proposed Test Cases with Analytical References

1.2 Proposed Test Cases with Analytical References

In Chapter 5 of [CIE06] the CIE proposes test cases with analytical references. These analytical
reference values are calculated from theoretical, physical laws, whichare usually the basis of
lighting simulation software such as RADIANCE. The aim of these test scenes is to isolate certain
aspects of the light propagation and to minimize or even eliminate uncertainties in thereference
values. The CIE reference values that are used in Tables 1.7 to 1.11 aretaken from [CIE06].

1.2.1 Test case 5.6 – Light reflection over diffuse surfaces

In architectural lighting design the simulation of diffuse reflection is an essential part. Inter-
reflections inside a room or the reflection of daylight on the exterior ground are examples for
reflections on surfaces that are usually modeled to be lambertian and that yield an important
contribution to global illumination.

The basic set-up of the three scenarios contains a perfectly diffuse andspectrally neutral
ground plane S2 that receives uniform direct illuminance from a distant light source (e.g.the
sun). Two measurement planes – one horizontal S1−hz and one vertical S1−v – are modeled as
perfect absorbers with a reflectance of 0% that are not illuminated directlyby the light source
but only receive indirect illumination from the diffuse reflection on S2.

The distant light source is modeled in RADIANCE using thesource“material” that actually
specifies a solid angle. We specify its direction according to the particular given angle of the inci-
dent flux and set its opening angle to1◦. To provide emittance alight modifier defining (R,G,B)
values of(100, 100, 100) is assigned. All surfaces are modeled in RADIANCE asplastic with
specularity and roughness both equal to zero. The absorbing measurement planes are defined
with (R,G,B) values of(0, 0, 0), the reflecting surface S2 with (0.8, 0.8, 0.8) for scenario 1, and
with (0.3, 0.3, 0.3) for scenarios 2 and 3.

The simulation results are compared to the analytical reference values usingthe fraction

E/(Ehz · ρ), (1.1)

which is independent of the illuminanceEhz that is received at the reflecting surface S2. This
fraction, whereE denotes the illuminance at the particular measurement point andρ is the
reflectance of S2, equals the configuration factorF12 between the measurement point and the
reflecting surface S2.

The configuration factorF12 is defined by the equationE1 = M2 · F12, whereE1 is the
direct illuminance at an elementary receiving surface dS1 (representing the measurement point)
received from a diffuse area light source S2, M2 is the luminous emittance of S2, andF12 is
the configuration factor between dS1 and S2. With the following equations 1.2 and 1.3 the
configuration factorF12 can be calculated.

To quote from [CIE06]:
“In the case of an area light source parallel to the receiving surface,the configuration factorF12

between the elementary receiving surface dS1 and the area source S2 is given by the following
relation:

F12 =
1

2π
·
[ X√

1 + X2
· arctan

(

Y√
1 + X2

)

+
Y√

1 + Y 2
· arctan

(

X√
1 + Y 2

)

]

, (1.2)
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1 Validation of RADIANCE Against CIE 171:2006 Test Cases

whereX = a/h, Y = b/h, anda, b andh are shown in Fig. 1.2(a).
In the case of an area light source perpendicular to the receiving point,the configuration fac-
tor F12 between the elementary receiving surface dS1 and the area source S2 is given by the
following relation:

F12 =
1

2π
·
[

arctan(Y ) − 1√
1 + X2

· arctan

(

Y√
1 + X2

)

]

, (1.3)

whereX = a/h, Y = b/h, anda, b andh are shown in Fig. 1.2(b).”

a

b

h

S2

dS1

90
◦

(a) parallel

a

b

h

S2

dS1

90
◦

(b) perpendicular

Figure 1.2: Configuration factor calculation in case of (a) parallel surfaces and (b) perpendicular
surfaces.

General information about configuration factors can be found for example in [LH54] and [BS06].

Scenario 1

Figure 1.3(a) shows the set-up of the first scenario of test case 5.6. The square reflecting sur-
face S2 has a side length of 50cm and is centered under the ceiling, which is the horizontal
measurement plane S1−hz having a dimension of 4m× 4m. S2 is modeled as ideally diffuse
surface having a reflectance of 80% and receives uniform direct illuminance at an incident angle
of 45◦. The measurement planes S1−v (4m wide, 3m high) and S1−hz are surrounded by an ad-
ditional perfectly absorbing envelope that avoids direct illumination and lightleakage artifacts.
Figure 1.3(b) shows the locations of the equally spaced measurement points on S1−v and S1−hz.

For the RADIANCE calculations withrtrace some parameters need to be changed from their
default values:

-ab 1 -aa 0 -ad 100000 -lw 0 -lr 1

With -ab 1the number of ambient (i.e. diffuse) reflections is limited to 1 and with-aa 0irradiance
caching is switched off. This is useful here because the total number of rays in this scene with
14 measurement points and only one reflection is fairly small and thus the calculation is faster
and more accurate. With-ad 100000every ray spawns approximately 100k rays to sample the
hemisphere for the calculation of a diffuse reflection. A high number for-ad is important to
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1.2 Proposed Test Cases with Analytical References
3m

4m
1.75m1.75m

4m× 3m

50cm× 50cm
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S1−hz

S2

(0% reflectance)

(0% reflectance)

(80% reflectance)

incident flux45◦

(a) set-up

3m
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S1−v
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2m

0.
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(b) measurement points

Figure 1.3: (a) Set-up of CIE test case 5.6, scenario 1, with reflecting surface S2, measurement
planes S1−v and S1−hz, and indicated incident flux from a distant light source and (b) locations
of measurement points A – N on surfaces S1−v and S1−hz.

ensure that a sufficient number of rays hit the reflecting surface. For-ab 1 a large number of
ambient divisions (-ad) is applicable, but due to exponential growth care should be taken for-ab
settings higher than 1 to avoid enormous rendering times. Because the weightof a ray is split
between all spawned rays the weight limit needs to be removed by-lw 0 to avoid termination.
Additionally, the maximum number of reflections-lr has to be set to a value greater than zero

Points of measurement for S1−v

E/(Ehz · ρ)(%) A B C D E F

CIE 0.246 0.580 0.644 0.556 0.433 0.325

RADIANCE 0.250 0.583 0.650 0.565 0.441 0.321

rel. error (%) 1.63 0.52 0.93 1.62 1.85 -1.23

Points of measurement for S1−hz

E/(Ehz · ρ)(%) G H I J K L M N

CIE 0.491 0.639 0.778 0.864 0.864 0.778 0.639 0.491

RADIANCE 0.488 0.640 0.774 0.861 0.863 0.780 0.641 0.488

rel. error (%) -0.61 0.16 -0.51 -0.35 -0.12 0.26 0.31 -0.61

Table 1.7: Results for CIE test case 5.6, scenario 1: Variation ofE/(Ehz · ρ) with ρ = 0.8 for
S2 of 50cm× 50cm.
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1 Validation of RADIANCE Against CIE 171:2006 Test Cases

to switch of Russian roulette that cannot be applied if the limit of a ray’s weightis zero. As all
surfaces are lambertian and-ab is 1, -lr 1 is sufficient.

In Table 1.7 the results from thertrace calculations with RADIANCE are opposed to the CIE
reference values given in [CIE06]. Additionally, the relative errors between the reference and the
calculated values are depicted. The mean rendering time was approximately 0.07 seconds per
measurement point. For the first scenario RADIANCE with the specified settings forrtraceyields
highly accurate results with relative deviations from the analytical references not higher than
1.85% for all 14 measurement points.

Scenario 2

Figure 1.4(a) shows the set-up of the second scenario of test case 5.6.The square reflecting
surface S2 with a size of 4m× 4m is centered under the ceiling, which is the horizontal mea-
surement plane S1−hz having the same dimension. S2 is modeled as ideally diffuse surface
having a reflectance of 30% and receives uniform direct illuminance at an incident angle of
35◦. The measurement planes S1−v (4m wide, 2.5m high) and S1−hz are surrounded by an ad-
ditional perfectly absorbing envelope that avoids direct illumination and lightleakage artifacts.
Figure 1.4(b) shows the locations of the equally spaced measurement points on S1−v and S1−hz

where the lowest point A is excluded to avoid direct illumination from the distantsource.

3m

4m

0.
5m

4m× 2.5m

4m× 4m

S1−v

S1−hz

S2

(0% reflectance)

(0% reflectance)

(30% reflectance)

incident flux35◦

(a) set-up

4m

S1−v

S1−hz

2m

2m

0.
25

0.250.
25

0.
5

0.
5

0.
5

0.
5

0.50.50.50.50.50.50.5

B

C

D

E

F

G H I J K L M N

2.
5m

(b) measurement points

Figure 1.4: (a) Set-up of CIE test case 5.6, scenario 2, with reflecting surface S2, measurement
planes S1−v and S1−hz, and indicated incident flux from a distant light source and (b) locations
of measurement points B – N on surfaces S1−v and S1−hz.

To ensure high accuracy some parameters need to be changed from theirdefault values for
the RADIANCE calculations withrtrace. Thus we set them in the same way as described for
scenario 1.

In Table 1.8 the results from thertrace calculations with RADIANCE are opposed to the
CIE reference values given in [CIE06]. Additionally, the relative errors between the reference
and the calculated values are depicted. The mean rendering time was approximately 0.09 sec-
onds per measurement point. For the second scenario RADIANCE with the specified settings
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1.2 Proposed Test Cases with Analytical References

Points of measurement for S1−v

E/(Ehz · ρ)(%) A B C D E F

CIE – 35.901 27.992 21.639 16.716 12.967

RADIANCE – 35.911 27.937 21.592 16.744 12.979

rel. error (%) – 0.03 -0.20 -0.22 0.17 0.09

Points of measurement for S1−hz

E/(Ehz · ρ)(%) G H I J K L M N

CIE 26.80 30.94 33.98 35.57 35.57 33.98 30.94 26.80

RADIANCE 26.80 30.95 33.96 35.56 35.57 33.96 30.92 26.80

rel. error (%) 0.00 0.03 -0.06 -0.03 0.00 -0.06 -0.06 0.00

Table 1.8: Results for CIE test case 5.6, scenario 2: Variation ofE/(Ehz · ρ) with ρ = 0.3 for
S2 of 4m× 4m.

for rtrace yields highly accurate results with relative deviations from the analytical references
smaller than 0.25% for all 13 measurement points.

Scenario 3

Figure 1.5 shows the set-up of the third scenario of test case 5.6. The square reflecting surface
S2 has a side length of 500m and is located outside of the “building” to represent the exterior
ground. It is modeled as ideally diffuse surface having a reflectance of30% and receives uniform
direct illuminance at an incident angle of45◦.

3m

4m
500m× 500m

4m× 3m
S1−v

S1−hz

S2

(0% reflectance)

(0% reflectance)

(30% reflectance)

incident flux45◦

Figure 1.5: Set-up of CIE test case 5.6, scenario 3, with reflecting surface S2, measurement
planes S1−v and S1−hz, and indicated incident flux from a distant light source.
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1 Validation of RADIANCE Against CIE 171:2006 Test Cases

The horizontal measurement plane S1−hz (4m× 4m) and the vertical measurement plane S1−v

(4m wide, 3m high) are surrounded by an additional perfectly absorbing envelope that avoids
direct illumination and light leakage artifacts. The measurement points are equally spaced on
S1−v and S1−hz and are located at the same positions as in scenario 1 (see Fig. 1.3(b)). For the
same reasons as described for scenarios 1 and 2 we change somertrace parameters from their
default values to the settings as specified in scenario 1.

Points of measurement for S1−v

E/(Ehz · ρ)(%) A B C D E F

CIE 3.080 9.097 14.718 19.767 24.161 27.896

RADIANCE 3.004 9.107 14.760 19.719 24.172 27.956

rel. error (%) -2.47 0.11 0.29 -0.24 0.05 0.22

Points of measurement for S1−hz

E/(Ehz · ρ)(%) G H I J K L M N

CIE 10.95 13.26 16.21 20.00 24.80 30.77 37.87 45.84

RADIANCE 10.94 13.26 16.20 20.00 24.80 30.78 37.86 45.83

rel. error (%) -0.09 0.00 -0.06 0.00 0.00 0.03 -0.03 -0.02

Table 1.9: Results for CIE test case 5.6, scenario 3: Variation ofE/(Ehz · ρ) with ρ = 0.3 for
S2 of 500m× 500m.

In Table 1.9 the results from thertrace calculations with RADIANCE are opposed to the
CIE reference values given in [CIE06]. Additionally, the relative errors between the reference
and the calculated values are depicted. The mean rendering time was approximately 0.08 sec-
onds per measurement point. For the third scenario RADIANCE with the specified settings for
rtrace yields highly accurate results with relative deviations from the analytical references not
greater than 2.5% for any of the 14 measurement points.

1.2.2 Test case 5.7 – Diffuse reflection with internal obstru ctions

With this test case the capability of a lighting simulation program to correctly account for ob-
structions in the calculation of diffusely reflected light is assessed. This is important because
shading elements such as furniture or exterior objects that obstruct reflections from the ground
appear in most simulated scenes.

The scene consists of a vertical plane S2 (4m × 3m) that is perfectly diffuse and spectrally
neutral with a reflectance of 60%. S2 receives uniform direct illuminance from a distant light
source (e.g. the sun) at an incident angle of60◦. Two measurement planes – one horizontal
S1−hz (2.5m× 4m) and one vertical S1−v (4m× 3m) – are modeled as perfect absorbers with a
reflectance of 0%. Both are not directly illuminated by the light source but only receive indirect
illumination from the diffuse reflection on S2. S1−hz and S1−v are surrounded by an absorbing
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1.2 Proposed Test Cases with Analytical References

envelope that avoids direct illumination and light leakage artifacts. Between the reflecting sur-
face S2 and the measurement planes a vertical obstruction (4m× 1m, 0.2m thick) is positioned
that introduces some shading on S1−hz and S1−v. Figure 1.6(a) shows the set-up of the scene
and Figure 1.6(b) gives the positions of the measurement points that are equally spaced on the
surfaces S1−hz and S1−v. The RADIANCE modeling is done similarly as for test case 5.6 with
the only difference that the color of S2 is set to(0.6, 0.6, 0.6).

Again the simulation results are compared to the analytical reference values using the config-
uration factor

E/(Ev · ρ), (1.4)

whereE is the illuminance at the particular measurement point,Ev is the received illuminance
at the reflecting surface S2, andρ is the reflectance of S2, which is 0.6 in this test case.
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(0% reflectance)

(0% reflectance)(60% reflectance)
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(a) set-up
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Figure 1.6: (a) Set-up of CIE test case 5.7 with reflecting surface S2, measurement planes S1−v

and S1−hz, and indicated incident flux from a distant light source and (b) locations of measure-
ment points A – K on surfaces S1−v and S1−hz.

For the same reasons as described in scenario 1 of test case 5.6 we change somertrace pa-
rameters from their default values for the RADIANCE calculations:

-ab 1 -aa 0 -ad 100000 -lw 0 -lr 1.

The first results that we obtained from our RADIANCE calculations suggested to check the
correctness of the CIE reference values. The authors of [Dau07] also mention that the values in
Table 19 in [CIE06] are not correct. However, their presented valuesseem to be wrong as well.
Therefore we recalculate the configuration factorsE/(Ev · ρ) using equations 1.2 and 1.3 and
obtain results that differ from the values published by the CIE in Table 19 in [CIE06].

In Table 1.10 the results from the RADIANCE simulations are opposed to the CIE data and
our recalculated values (“analytical”). Additionally, the relative errors between the simulation
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1 Validation of RADIANCE Against CIE 171:2006 Test Cases

Points of measurement for S1−v

E/(Ev · ρ)(%) A B C D E F

CIE reference 20.941 21.187 19.946 17.284 14.053 9.751

analytical 16.071 16.330 15.399 13.322 10.317 7.079

RADIANCE 16.080 16.343 15.395 13.331 10.313 7.071

rel. error (%) 0.06 0.08 -0.03 -0.07 -0.04 -0.11

Points of measurement for S1−hz

E/(Ev · ρ)(%) G H I J K

CIE reference 4.761 5.261 4.535 0.000 0.000

analytical 3.382 3.629 3.013 0.000 0.000

RADIANCE 3.366 3.614 3.009 0.000 0.000

rel. error (%) -0.47 -0.41 -0.13 0.00 0.00

Table 1.10: Results for CIE test case 5.7: Variation ofE/(Ev · ρ) for the test case with internal
obstruction. In addition to the CIE reference values the recalculated analytical values are shown.

results and the recalculated analytical values are depicted. The mean rendering time was ap-
proximately 0.12 seconds per measurement point. For this test scene 5.7 RADIANCE with the
specified settings forrtrace yields highly accurate results with relative deviations from the ana-
lytical references smaller than 0.5% for all 11 measurement points.

1.2.3 Test case 5.8 – Internal reflected component calculati on for diffuse
surfaces

With this test case the capability to correctly simulate diffuse interreflections inside a room
is assessed. This is important because internal surfaces such as walls or ceilings are usually
modeled to be lambertian and yield an important contribution to global illumination.

The test scene set-up is a cubical-shaped room (4 m×4 m×4 m) where all surfaces are per-
fectly diffuse and spectrally neutral with a reflectanceρ varying from 0% to 95%. The illumina-
tion comes from an isotropic point light source that is positioned at the centerof the room and
has an output fluxΦ of 10000lm. In RADIANCE the surfaces are modeled asplasticwith RGB
values(ρ, ρ, ρ) and specularity and roughness both equal to zero. Because RADIANCE does not
provide point light sources, the lamp is simulated as sphere with a radius of 1cm, where the RA-
DIANCE primitive light with the modifiervoid is assigned to provide diffuse emittance. For the
light source we obtain an RGB value of(14151, 14151, 14151) using RADIANCE ’s lampcolor
routine.

The simulation results are compared to the analytical references in terms of theaverage in-
direct illuminanceEav inside the room. Because the room is cubical the average indirect illu-
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1.3 Conclusion

minance at each of the six surfaces is the same. To save computation time the RADIANCE sim-
ulation is limited to a regular 20× 20 grid of measurement points on one of the surfaces and
Eav is computed as mean of all 400 calculated illuminances. For thertrace calculations some
parameters need to be changed from their default values:

-dt 0 -aa 0.08 -ar 0 -ab n -lr n -lw 0.

For this test scene – especially for high values ofρ – setting the direct threshold-dt to zero is
important. Otherwise multiple reflected rays with low weights (w = ρr for r reflections) fail
at the threshold check in thedirect() function in RADIANCE ’s source.cand do not contribute
to the indirect illuminance. With setting-dt to zero any contribution is computed and added
to the global illumination. The parameters-aa and -ar are set to the specified values to limit
the error that might be introduced through the irradiance caching algorithm.Due to the high
number of reflections that would result in enormous rendering times, irradiance caching cannot
be switched off (-aa 0 ) for this test case as it is done in test cases 5.6 and 5.7. The number of
ambient bounces-ab is set to the smallest integern providingρn ≤ 0.01 to limit the termination
of multiple reflected rays to those that contribute less than 1% of the direct lighting. To really
allow n reflections for each ray, the limit-lr is set ton and the limit of a ray’s weight-lw is set
to zero.

ρ 0.00 0.05 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 0.95

Eav(lx) CIE 0.00 5.48 11.6 26.0 44.6 69.4 104 156 243 417 937 1979

RADIANCE 0.00 5.48 11.5 25.9 44.5 69.5 104 156 243 418 943 2006

rel.error (%) 0.0 0.0 -0.9 -0.4 -0.2 0.1 0.0 0.0 0.0 0.2 0.64 1.4

n 1 2 2 3 4 6 7 10 13 21 44 90

time (sec) 0.59 16.5 16.4 66.4 107 119 121 126 129 133 151 177

Table 1.11: Results for CIE test case 5.8: Indirect average illuminance variation with average
reflectance.

In Table 1.11 the results from the RADIANCE simulations are opposed to the data presented
by the CIE in Table 20 of [CIE06]. Additionally, the relative errors between the simulation
results and the analytical values, the number of ambient bounces-ab n, and the rendering times
are depicted. For reflectances up to 90% RADIANCE with the specified settings forrtraceyields
highly accurate results with relative deviations from the analytical references smaller than 1%
and even forρ = 0.95 the accuracy of the simulation is high with an error of only 1.4%.

1.3 Conclusion

In this chapter we assessed the accuracy of RADIANCE using the six experimental test cases and
three scenes with analytical references as proposed by the CIE [CIE06]. Generally, calculations
with RADIANCE yield highly accurate results if appropriate parameter settings forrtrace are
selected. Considering the test cases with analytical references the relative deviations of our
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1 Validation of RADIANCE Against CIE 171:2006 Test Cases

RADIANCE results from the given reference data is smaller than 2.5% in all scenes. Test case 5.8
and especially the scenes with high reflectances show that RADIANCE delivers highly accurate
results even for scenarios where the ray tracing approach that approximates the Neumann series
solution of the rendering equation, is slowly convergent.

For the experimental test cases RADIANCE performs very well in the scenes with point and
rectangular area light sources (test cases 4.1, 4.3, 4.4, and 4.6), whereas it shows weaknesses
in the simulation of circular area light sources (test cases 4.2 and 4.5). Therefore we devel-
oped an improved subdivision algorithm for circular light sources that significantly increases the
accuracy of the simulations. We present this subdivision approach in the following Section 2.1.
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2 Improvements in the Accuracy of
Computational Methods in RADIANCE

Divide et impera!

(Louis XI of France,
1423-1483)

2.1 Sampling of Circular Area Light Sources

In Chapter 1 the CIE experimental test case 4.2 discovers a shortcoming ofRADIANCE in the
modeling of circular light sources. Thus we investigate the adaptive source subdivision algo-
rithm that is implemented insrcsamp.cof the source code and propose an improved subdivision
method for disk shaped luminaires.

2.1.1 Adaptive Source Subdivision in RADIANCE

Usually, in RADIANCE one single sample ray is traced per light source to compute the direct
lighting contribution at the current position. For large area light sources this may introduce
severe inaccuracies due to partial occlusion or a poor estimation of the solidangle covered by
the luminaire. One approach would be to sample the light source adequately byusing many
rays that are distributed according to the luminaire’s shape. However, these sampling meth-
ods as described for example by Shirley, Wang, and Zimmerman [SWZ96] are computationally
demanding.

In version 3.8 of RADIANCE a more robust approach called “adaptive source subdivision” is
implemented (see [WS98]). Basically, a large area light source is repeatedly subdivided into
two parts until the size of each single segment relative to the distance to the current position
is small enough. In Algorithm 2.1 we briefly describe the main steps that are performed in
RADIANCE when a flat area light source is subdivided. The threshold for the abort criterion
(size of longest axis of source÷ distance from source to current position) can be steered by
the user via the parameter-ds. The lower this value is, the more subdivisions and thus sample
rays for each light source are calculated, bounded by the macro MAXSPART that is defined as
64 = 26 = 2d (for a maximum subdivision depthd = 6) in source.h. Setting-dsto zero switches
this algorithm off and thus allows fast but maybe inaccurate renderings.

The method described in Algorithm 2.1 approximates all flat area light sources as rectangles
having the same area as the luminaire. Thus, the partition of every flat light source comprises
solely rectangular subsources. After the subdivision one sample ray is traced from the current
position to each subsource. Additionally, the user is able to steer the degreeof direct jittering
around the center of the subsource with the parameter-dj. The sample position(s1, s2) at the
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2 Improvements in the Accuracy of Computational Methods in RADIANCE

Algorithm 2.1 Adaptive source subdivision for disk area light sources implemented insrcsamp.c
in version 3.8 of RADIANCE.

FLATPART (srcindex si, ray r)

approximate disk by a square;
if ([size of longest axis of square÷ distance from source to current position] too large)

then
subdivide source into two parts along the longest axis;

else
write partition structure (i.e., non-divided source) to si;
return ;

for each part
do

while ([size of longest axis of part÷ distance to current part] too large
and maximum number of parts not yet reached)

recursively repeat subdivision for each part;

write partition structure to si;
return ;

light source is calculated as

(s1, s2) =
(

c1 + dj · (1 − 2 · x) · r1

2
, c2 + dj · (1 − 2 · y) · r2

2

)

, (2.1)

where(c1, c2) is the center of the rectangular subsource,r1 andr2 are the side lengths of the
rectangle, andx andy are independent random numbers with uniform distribution in the real
interval [0, 1]. Thus, if -dj is set to 0 each sample ray is traced to the center of the particular
subsource, i.e., to the center of the rectangle. With setting-dj to 1 the sample rays are distributed
over the full rectangular source volume.

This subdivision approach fits well for roughly rectangular light sources, but is problematic
for other shapes such as triangles or disks. Figure 2.1 exemplifies this issue for a disk light source
that is overlaid by the sampling square and a possible partition. In the example of Figure 2.1
ten sample rays would be sent to the light source. Assuming that-dj is set to 0, the ray that is
traced to the upper right corner of the rectangle would miss the luminaire volumeand lead to an
“aiming failure for light source” warning.

Generally, if a circular light source is subdivided into 64 subsources (current setting of MAXS-
PART) and-dj is zero, 4 out of 64 or 6.25% of the sample rays miss the target volume of the lu-
minaire. Because these rays’ contributions are not computed, the calculated direct illumination
at the current position from the light source is too low. Actually, if the full rectangular volume
is sampled (-dj 1), the expected value for the number of rays that miss the disk light source and
report an aiming failure is 9.06%.

20



2.1 Sampling of Circular Area Light Sources

Figure 2.1: Adaptive source subdivision for circular light sources in standard RADIANCE. The
circular area light source (stippled) is sampled by using the partition of the approximating square.

2.1.2 Improved Adaptive Subdivision of Circular Light Source s

Motivated by the imprecise RADIANCE results for the experimental CIE test cases 4.2 and 4.5
with disk luminaires (see Sections 1.1.2 and 1.1.5) we look for an improved subdivision algo-
rithm for circular area light sources. To enable a fairly simple implementation in RADIANCE we
try to keep the algorithm similar to the existing one and to still keep it adaptive. Thebasic idea
is to triangulate the disk, what is a standard approch in computer graphics. However, using an
equilateral triangle to approximate the disk would be even worse than using a square. Thus
we approximate the circular light source by an equilateral hexagon that can be split up into six
equilateral triangles in the first subdivision step (see left image in Figure 2.2). These triangles
can then be subdivided adaptively into four equilateral triangles having the half side length.
Algorithm 2.2 describes the procedure for our improved adaptive subdivision of circular light
sources, which we call RINGPART because of the ring geometry that is used in RADIANCE to
model disks.

A main issue for the implementation of our improved algorithm in RADIANCE is to find a
clever way of traversing the – maybe differently sized – triangular elements of the source parti-
tion. Lee and Samet [LS98] present a triangle labeling method that we adoptfor our subdivision
algorithm. The basic idea is to use the fact that one sub-triangle is oriented in the same way as
the initial triangle, whereas the other three sub-triangles are reversely oriented.

For our algorithm it is important to know the center points of the single triangles where – for
now without jittering – the sample rays shall be sent. Because under an affine transformation
the center of a triangle remains the transformated triangle’s center, we can perform all calcula-
tions based on a standard isosceles rectangular triangle where the length of the legsl is 1 (see
Figure 2.2 center and right).
With the affine transformationa every point in the standard rectangular triangle can be mapped
to the equilateral sampling triangle. Thus, the centerc0 can be computed fromm using

a(x, y) = c + x · u + y · w, (2.2)

i.e., for the center c0 = c + mx · u + my · w,
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2 Improvements in the Accuracy of Computational Methods in RADIANCE

Algorithm 2.2 Improved adaptive subdivision for circular light sources.

RINGPART (srcindex si, ray r)

approximate disk by an equilateral hexagon;
if ([size of longest axis of hexagon÷ distance from source to current position] too large)

then
subdivide hexagon into 6 equilateral triangles;

else
write partition structure (i.e., non-divided source) to si;
return ;

for each triangle
do

while ([size of triangle side length÷ distance to current part] too large)
and maximum number of parts not yet reached)

recursively subdivide into 4 equilateral triangles;

write partition structure to si;
return ;

0
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v
v

c

c

w

c0

a

a′
affine

y

m
l

lo = (0, 0) (1, 0)

(0, 1)

Figure 2.2: Hexagonal approximation of a disk light source (left) and affine transformation from
an equilateral to a standard isosceles rectangular triangle and vice versa(center and right).

wherew = v + u/2 andu andv are the local coordinates of the hexagon that approximates the
disk light source (see Figure 2.2, left).

In the rectangular triangle in Figure 2.2 (right) we can calculate the center point m from its
rectangular cornero and the length of the legl as

m = o +
l

3
(1, 1). (2.3)

If the relative size criterion is met in the algorithm, the equilateral triangle shall be subdivided
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2.1 Sampling of Circular Area Light Sources

into four small equilateral triangles. Again we perform the calculations in the rectangular trian-
gle and receive the four midpoints that can then be mapped to the center of thecorresponding
equilateral triangle by Equation 2.2. Figure 2.3(a) shows the standard rectangular triangle (l = 1)
partitioned into four rectangular triangles together with their midpointsmi, rectangular corners
oi, and legsli (for i = 0, 1, 2, 3). Numbering the rectangular corners counterclockwise leads
to the labeling as proposed by Lee and Samet [LS98] that allows a structured traversion of the
triangles.

m0 m1

m/m2

m3

ll0 l1

l2

l3

o/o0 o1

o2

o3

(0, 0) (1, 0)

(0, 1)

x

y

(a) (b)

Figure 2.3: Improved adaptive subdivision for circular light sources:(a) subdivision of a stan-
dard isosceles rectangular triangle and (b) possible partition for sampling adisk-shaped lumi-
naire.

For each single rectangular sub-triangle the position of the rectangular corneroi and the length
of the legsli can be calculated by Equations 2.4 to 2.7. Care has to be taken that the “length”
of the center sub-triangle’s legl2 is set to a negative value due to the reverse orientation and the
usage ofl in Equation 2.3. Recursively applying Equations 2.4 to 2.7, further subdivisions of
the rectangles can easily be computed.

o0 = o, l0 =
l

2
(2.4)

o1 = o +
l

2
(1, 0), l1 =

l

2
(2.5)

o2 = o +
l

2
(1, 1), l2 = − l

2
(2.6)

o3 = o +
l

2
(0, 1), l3 =

l

2
(2.7)

Using Eqations 2.3 and 2.2, the midpoint of each equilateral triangle can be computed and used
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2 Improvements in the Accuracy of Computational Methods in RADIANCE

in the direct illumination calculation to sample the light source. Figure 2.4 exemplifiesthe three
main steps of our improved adaptive subdivision algorithm and Figure 2.3(b) shows a possible
partition for sampling a circular area light source.

(a) (b) (c)

Figure 2.4: Main steps of the improved adaptive subdivision algorithm: (a) approximate circular
light source by a hexagon, (b) subdivide hexagon into six equilateral triangles, and (c) recursively
subdivide triangles into smaller equilateral triangles.

To enable the simulation of soft shadows, jittering, i.e., randomly distributing the sample rays
over the source volume, is necessary. We adapt the sampling approach proposed by Shirley,
Wang, and Zimmerman [SWZ96] for jittering the sample rays for both the non-subdivided disk
and the triangles and gain a jittering method that is similar to the one implemeted in RADI -
ANCE 3.8 (see Equation 2.1).

In case of a not subdivided disk a random sample position(s1, s2) can be calculated as

(s1, s2) =
(

c1 + dj · r ·
√

x · cos(2πy), c2 + dj · r ·
√

x · sin(2πy)
)

, (2.8)

where(c1, c2) is the center andr is the radius of the disk light source, andx andy are indepen-
dent random numbers with uniform distribution in the real interval[0, 1]. Compared to [SWZ96]
we introduce the factordj to keep up the possibility for the user to decide if the sample ray is
sent to the center (-dj 0), if it is randomly distributed in a region around the center (0< -dj < 1),
or if it is randomly distributed over the full source volume (-dj 1).

If the disk light source is subdivided into equilateral triangles we use a jittering based on
barycentric coordinates that is similar to the sampling approach for triangles in[SWZ96]. In
this case a jittered positions = (s1, s2) inside the triangle can be computed as

s = m + dj · y ·
√

1 − x · u + dj · (1 −
√

1 − x) · w, (2.9)

wherem is the midpoint of the triangle,u andw are vectors that represent two sides of the
triangle (see Figure 2.2), andx andy are independent random numbers with uniform distribution
in the real interval[0, 1]. Again, we introduce the factordj to allow a user-defined degree of
jittering.
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2.1 Sampling of Circular Area Light Sources

To limit the number of subdivisions in our new algorithm we define a macro MAXTRISPART

similar to MAXSPART in source.h(see above). For a maximum subdivision depthd we set
MAXTRISPART = 6 · 2⌊

d−1
2

⌋, i.e., to 96 for the default value ofd = 6 in version 3.8 of RA-
DIANCE. With this settings and switched off jittering (-dj 0), all 96 sample rays of a fully sub-
divided disk hit the circular volume of the luminaire. Conversely, if the full hexagonal area is
sampled (-dj 1), the expected value for the number of rays that miss the target volume is 3.72%.
This is a decrease of aiming failures by a factor of 2.43 compared to the 9.06%of the standard
approach.

Analytical test scene

The illuminance under a perfectly diffuse emitting disk can be computed as

E = L0 · π · r2

r2 + h2
=

Φ

π(r2 + h2)
, (2.10)

whereE [lux] is the illuminance at the measurement pointP located perpendicular below the
center of the disk,h [m] is the distance betweenP and the light source,r [m] is the radius of the
disk,L0 [cd/m2] is the luminance, andΦ [lm] is the total luminous flux of the light source (see
Figure 2.5).

P

h
=

3.
55

m

r = 0.4m
Φ = 5000lm

Figure 2.5: Analytical test scene.

Adopted from the real-world seminar room that we use as test scene in Chapter 3, we define
the disk luminaire with a radius of 0.4 m and at a (room) height of 3.55 m. For the total luminous
flux Φ of the circular light source we chose 5000 lm. The analytical solution for theilluminance
at pointP can then easily be computed from Equation 2.10 as

E =
5000 lm

π(0.42 + 3.552) m2
= 124.705 lux.

In Table 2.1 we compare the calculation results from both RADIANCE 3.8 and our improved
subdivision algorithm for the analytical test scene. In both cases we change somertraceparam-
eters from their default values:
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2 Improvements in the Accuracy of Computational Methods in RADIANCE

-dt 0 -ds 0.02 -dj 0/1.

With setting-dt to zero the “selective shadow testing algorithm” in RADIANCE (see [WS98])
is switched off. Thus every direct contribution is accounted for, even for the small parts of the
– due to-ds 0.02– finely subdivided light source. For the value of the parameter-dj we choose
the two extrema 0 and 1 to show the differences between tracing the sample rays to the centers
of the subsources and distributing the samples over the full source volume.

Algorithm -dj E [lux] rel. error (%) exp. error (%) partition remarks

analytical – 124.705 — — — —

0 117.007 -6.17 -6.25 642 aiming failure
RADIANCE 3.8

1 111.184 -10.84 -9.06 642 aiming failure

0 124.720 0.01 0.00 96△ —
our subdivision

1 120.856 -3.09 -3.72 96△ aiming failure

Table 2.1: Analytical test scene results and relative errors obtained from calculations with stan-
dard RADIANCE 3.8 and with our improved subdivision algorithm opposed to the analytical
value.

The results in Table 2.1 show that our proposed improved subdivision algorithm for circular
light sources reduces the relative error in this analytical test scene by∼6% for both parameter
settings for-dj. All relative errors match the expected errors well, where we have to keep in mind
that for-dj 1 variations are introduced by randomly distributing the samples over the light source
area. The results for the CIE experimental test cases 4.2 and 4.5 in Tables1.2 and 1.5 (mean room
illuminance) as well as A.2 and A.5 (point illuminances) that motivated us to investigate Ward’s
“adaptive source subdivision” algorithm, show similar behaviours. For example the mean room
illuminances increased from 51.5 lux with RADIANCE 3.8 to 54.1 lux (+5.05%) in test case 4.2
(Table 1.2) and from 40.5 lux to 43.1 lux (+6.42%) in test case 4.5 (Table 1.5), respectively,
with our proposed subdivision algorithm.

2.1.3 Alternative Solution in RADIANCE 3.9

After some discussions about our proposal for an improved light source subdivision [War08],
Greg Ward implemented an alternative approach in the current version 3.9 of RADIANCE (see
CVS on [Rad10]). The basic idea is to map the calculated sample position(s1, s2) from the
square to a position(s′1, s

′
2) at the disk (see Figure 2.6) using the transformation

(s′1, s
′
2) =

(

s1

√

1 − s2
2

2
, s2

√

1 − s2
1

2

)

. (2.11)

The benefits of this method are that aiming failures are avoided at all, its implementation is
straightforward, and it is computationally faster than our triangulation approach.
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2.1 Sampling of Circular Area Light Sources

However, using this “mapping squares to disks” approach, various problems arise. First, the
resulting samples are not uniformly distributed over the disk volume. Regions around45◦, 135◦,
225◦, and315◦ as well as near the boundary of the disk are sampled most densely, whereas the
region around the center is undersampled. However, all samples have thesame weight in the
calculation, which means that they represent the same area. Viewing the partitioned light source
from a point along its surface normal through the center (i.e., standing justunder the source)
will result in larger viewing angles (and therefore smaller cosines) for allsamples that yields an
undervaluation of the received illuminance (see Figure 2.6).

s1

s 2 0

0

0.5

0.5

1

1

-0.5

-0.5

-1

-1

(a)

s′1

s′ 2 0

0

0.5

0.5

1

1

-0.5

-0.5

-1

-1

(b)

Figure 2.6: Adaptive subdivision of disk luminaires implemented in RADIANCE 3.9: the subdi-
vided square (a) is mapped to the disk (b) using Equation 2.11.

Second, the resulting sample distribution is not rotationally symmetric. As pointed out above,
samples accumulate around45◦, 135◦, 225◦, and 315◦ as well as close to the boundary of
the disk. Thus, for light sources with non-symmetric luminous intensity distributions the non-
uniform sampling may lead to even larger errors.

Third, the more subdivisions are allowed for a circular light source, the smaller a single parti-
tion region near the boundary gets. For the current setting of 64 for the macro MAXSPART it is
not that bad, but allowing more subdivisions results in an even worse ratiobetween region areas
near the center and those close to the boundary.

The image in Table 2.2 on the right shows an extreme example where the non-uniform sam-
pling stated above introduces large errors. The results for this example are opposed to the ana-
lytical value in Table 2.2 (left). Thertraceparameters were set as stated above for the analytical
test scene and-dj was kept at 0. For this example the drawback of the non-uniform sampling of
the “mapping squares to disks” method (RADIANCE 3.9) is dominating and leads to errors that
are nearly twice as high compared to the original approach (RADIANCE 3.8).

For Greg Ward the benefits that are mentioned above outweigh the discussed problems, espe-
cially because they hardly arise in real-world scenes [War08]. Thus heimplemented the method
of “mapping squares to disks” in the current version of RADIANCE (available at [Rad10]). We
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2 Improvements in the Accuracy of Computational Methods in RADIANCE

Algorithm E [lux] error (%) partition remarks

analytical 795.77 — — —

RADIANCE 3.8 769.94 -3.25 642 aiming failure

RADIANCE 3.9 744.81 -6.40 642 —

our subdivision 796.87 0.14 96△ —

h
=

1.
0m

r = 1.0m
Φ = 5000lm

Table 2.2: Results for the test scene demonstrating the shortcomings of the “mapping squares to
disks” approach implemented in RADIANCE 3.9.

tested his approach for the CIE experimental test case 4.2 (see Section 1.1.2) and received satis-
fying results that did not differ significantly from the values obtained with our proposed subdi-
vision algorithm.

2.1.4 Conclusion

We presented an improved adaptive subdivision algorithm for circular lightsources. The basic
idea is to approximate a disk shaped luminaire by a hexagon that is adaptively subdivided into
equilateral triangles instead of a square and its rectangular subdivisions. For a clever way of
traversing the triangluar elements we could use the labeling as proposed in [LS98].

With the proposed subdivision algorithm the relative error in the analytical test scene was
reduced by∼6%. Similarly, the mean room illuminances in the CIE test cases 4.2 and 4.5 were
increased by 5.05% and 6.42%, respectively.
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2.2 A New BRDF Model Based on the Ward-Dür BRDF

A bidirectional reflectance distribution function (BRDF) [NRH∗77] f(θl, φl; θv, φv) describes
the reflectance properties of a surface by specifying the amount of radiance incident from direc-
tion (θl, φl) that is reflected into direction(θv, φv), i.e.,

Lv(θv, φv) =

∫ 2π

0

∫ π/2

0
Ll(θl, φl)f(θl, φl; θv, φv) cos θl sin θldθldφl. (2.12)

The main characteristics of aphysically plausibleBRDF areHelmholtz reciprocityandenergy
conservation[Lew94]. Helmholtz reciprocity stands for the symmetry between incident and
reflected directions,

f(θl, φl; θv, φv) = f(θv, φv; θl, φl), (2.13)

that allows global illumination calculations by backward ray tracing algorithms [Whi80]. Energy
conservation – orenergy balance– means that thealbedo, i.e., the total reflected power for a
given direction of incident radiation,

a(θl, φl) =

∫ 2π

0

∫ π/2

0
f(θl, φl; θv, φv) cos θv sin θvdθvdφv (2.14)

is bounded by 1.
Over the last five decades numerous BRDF models were introduced. Beckmann [BS63] and

Torrance and Sparrow [TS67] presented physically based microfacet BRDF models that use the
Gaussian distribution to define the microfacets’ surface normals. The modelby Torrance and
Sparrow was used in computer graphics by Cook and Torrance [CT81]and later improved by
He et al. [HTSG91]. However, these models are neither suitable for MonteCarlo integration due
to missing efficient importance sampling formulae, nor do they provide anisotropic reflection.
The first empirical and probably most famous model that simulates specular reflections was in-
troduced by Phong [Pho75] and later improved by Blinn [Bli77]. Other physically plausible
BRDFs that model anisotropic reflection and are suitable for Monte Carlo integration were pro-
posed by Schlick [Sch94], Lafortune et al. [LFTG97], Ashikmin and Shirley [AS00], and Kurt
et al. [KSKK10].

As a simplification of the Cook-Torrance model, Ward [War92] presented an anisotropic
BRDF that was later improved by D̈ur [Dür06]. The main benefits of this model are that it
is computationally cheap to evaluate, it admits efficient importance sampling for Monte Carlo
integration, and it is simple and intuitive to use with only two parameters for specularity and
roughness. Neumann et al. [NNSK99] proposed modifications for the Phong, Blinn, and Ward
models by adding correction terms to make them physically plausible.

2.2.1 The Ward-Dür BRDF and its Sampling

In [War92], Ward proposes a BRDF that models anisotropic specular reflection by

fW(θl, φl; θv, φv) =
ρs

παβ
· exp

(

− tan2 δ

(

cos2 φ

α2
+

sin2 φ

β2

))

· 1

4
√

cos θl cos θv
, (2.15)
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whereθl, φl; θv, φv andθ, φ denote the polar and azimuthal angles of the incident and reflected
directions, and of the halfway vector, respectively (see Figure 2.7). The material properties are
given by thespecular reflectanceρs and theroughnessvaluesα andβ that give the standard
deviation of the surface slopes in the perpendicular directions~x and~y.

φl

φv

θl

θv

δ

φ

~l
~v

~h ~n

~e

~x

~y

Figure 2.7: Notation used in this section:~h is the halfway vector,~n is the surface normal,~v is
the view point direction, and~l is the light source or sampling direction. All vectors have unit
length.

Based on investigations on the energy balance of Ward’s reflection model,Dür [Dür06] presents
an improved normalization for the Ward BRDF that we refer to as Ward-Dür BRDF:

fWD(θl, φl; θv, φv) =
ρs

παβ
· exp

(

− tan2 δ

(

cos2 φ

α2
+

sin2 φ

β2

))

· 1

4 cos θl cos θv
. (2.16)

In RADIANCE the approach to calculate the specular reflected radiance is
∫

S
Ll(~l) fWD(~l, ~v) dΩl +

∫

R
Ll(~l) fWD(~l, ~v) dΩl, (2.17)

where~v = (θv, φv) is the view direction,~l = (θl, φl) is the direction to a light source or a sam-
pling direction,S is the area of the hemisphereH subtended by the light sources,R is the re-
maining area, anddΩl = cos θl sin θldθldφl is the projected surface element (compare [Dür06]).
In the current version of RADIANCE the direct specular component is approximated by

∫

S
Ll(~l) fWD(~l, ~v) dΩl ≈

M
∑

m=1

Ll(~l(m)) fWD(~l(m), ~v)∆Ωl(m)
, (2.18)

where~l(m) are the directions to the light sources in the scene. The corresponding functions are
diraniso()in aniso.cfor anisotropic reflection anddirnorm() in normal.cfor isotropic reflection,
respectively (see [Rad10]).
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2.2 A New BRDF Model Based on the Ward-Dür BRDF

The second term in Equation (2.17) describes the indirect specular component and is approx-
imated in RADIANCE by

∫

R
Ll(~l) fWD(~l, ~v) dΩl ≈ ρs · Ll(~l

∗), (2.19)

where the direction~l∗ is chosen randomly byWard’s sampling method[War92, WS98] de-
scribed below in Equation (2.21). Becauseθ∗l > π/2 is possible, samples~l∗ /∈ R are re-
jected until a valid direction is generated. The corresponding functions are agaussamp()in
aniso.cfor anisotropic reflection andgaussamp()in normal.c for isotropic reflection, respec-
tively (see [Rad10]). Within theiBRDF extension to RADIANCE, Westlund et al. [WMW99,
Wes00] improved the approximation of the indirect specular component to

∫

R
Ll(~l) f(~l, ~v) dΩl ≈

ρs

N

N
∑

n=1

Ll(~l
×
(n)), (2.20)

where the directions~l×(n) are chosen according to a tabulated BRDFf .
In the backward ray tracing process, for a given reflected direction~v = (θv, φv) the incident

direction~l = (θl, φl) is determined via the halfway vector~h that is given by its angles

δ = arctan

(
√

− log(1 − s)

cos2 φ/α2 + sin2 φ/β2

)

and φ = arctan

(

β

α
tan(2πt)

)

, (2.21)

wheres andt are independent random numbers uniformly distributed in[0, 1). Note that the
calculation ofφ should be be implemented asφ = atan2 (β sin(2πt), α cos(2πt)) to allow
φ ∈ (−π, π]. In [War92] thearctan in the formula forδ is missing what was noted by
Dür [Dür06] and Walter [Wal05], but the calculation of the halfway vector is correctly im-
plemented in the source code of RADIANCE. Dür shows that the distribution of the random
direction~l has the probability density function (PDF)

dα,β(θl, φl; θv, φv) =
fWD(θl, φl; θv, φv)

ρs · w(θl, φl; θv, φv)
, (2.22)

with

w(θl, φl; θv, φv) =
(cos θl + cos θv)

3

4 cos θv (1 + cos θl cos θv + sin θl sin θv cos(φv − φl))
. (2.23)

Because at non-grazing angles and for small values ofα andβ

dα,β(θl, φl; θv, φv) ≈ fWD(θl, φl; θv, φv)/ρs, (2.24)

no weighting factors are used in the Monte Carlo integration (Equation (2.19)) in RADIANCE (see
normal.candaniso.cin the source code [Rad10]). However, at grazing angles the difference be-
tween the BRDFfWD and the sampling PDFdα,β is significant and can clearly be observed (see
Figure 2.8).
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view frustum

view direction

reflecting surface view angle:1◦

perfectly diffuse
area light source

(a)

(b) (c)

Figure 2.8: Grazing angle test scene: (a) set-up and renderings with specular reflection calcu-
lated by (b) Ward-D̈ur BRDF and (c) Ward’s sampling method.

Figure 2.8(a) shows the set-up of a test scene where a gray isotropic surface with 80% specular
reflection (ρd = 0.12, ρs = 0.48) and roughness ofα = 0.1 is viewed at a grazing angle of
1◦. Using RADIANCE ’s light material for the luminaire the direct illumination is computed
by evaluating the Ward-D̈ur BRDF. The resulting image is shown in Figure 2.8(b). To avoid
inaccuracies within the subdivision algorithm for flat area light sources (compare Section 2.1.1),
the maximum number of source subdivisions was set to 512 insource.h. Figure 2.8(c) shows the
result if the direct illumination is calculated using Ward’s sampling method, i.e. following the
sampling PDF. Therefore the light source needs to be included in the calculation of the indirect
specular component in RADIANCE which can be done by modeling the luminaire with theglow
material. By default a single sample ray that is determined by rejection sampling is sent in
RADIANCE in the indirect specular component calculation (see Equation (2.19)). To receive a
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smooth image that is comparable to the BRDF result we changed Equation (2.19)similar to the
approach by Westlund (see Equation (2.20)) to

∫

R
Ll(~l) fWD(~l, ~v) dΩl ≈

ρs

N

N
∑

n=1

Ll(~l
∗
(n)), (2.25)

where the direction~l∗ is chosen randomly by Ward’s sampling method andN is set to 10000.
In the RADIANCE source code we added a loop around the call togaussamp()in the function
m normal() in normal.cand thus traced 10000 indirect specular sample rays. The differences
in the reflections at the gray surface can already be observerd in Figures 2.8(b) and 2.8(c), but
are more clearly visualized in the falsecolor images shown in Figure 2.9 wherethe luminance
distributions that result from the two methods are juxtaposed.

(a) (b)

Figure 2.9: Falsecolor images showing the luminance distributions resulting from (a) Fig-
ure 2.8(b) (Ward-D̈ur BRDF) and (b) Figure 2.8(c) (Ward’s sampling method).

In [NNSK99] Neumann et al. criticize that the Ward BRDF is not physically plausible because
at grazing angles the BRDF diverges to infinity and its albedo violates energy balance, i.e. it is
greater that 1. Usingmax(cos θl, cos θv) instead of

√
cos θl cos θv in Equation (2.15), Neumann

et al. propose a modification that meets energy balance but still has the shortcoming that specular
highlights are too dark, especially for low-lying light sources. We refer tothis modification as
Ward-Neumann BRDF.

Because the Ward-D̈ur BRDF can be written asfWD(~l, ~v) = fW(~l, ~v)/
√

cos θl cos θv the
argumentation concerning energy balance as given in [NNSK99] also holds for the Ward-D̈ur
BRDF. In Figure 2.12 the albedos of the Ward-Dür BRDF, the Ward BRDF, the Ward-Neumann
BRDF, our new BRDF, and the PDF of Ward’s sampling method are compared.
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2.2.2 New BRDF

To remove the discrepancy between the calculation of the direct and the indirect illumination in
RADIANCE, i.e. between evaluating the Ward-Dür BRDF and the sampling by Ward’s method,
and to account for the criticism by Neumann et al. [NNSK99], we proposethe following modi-
fication of the Ward-D̈ur BRDF that preserves Helmholtz reciprocity:

fnew(θl, φl; θv, φv) =

ρs

παβ
· exp

(

− tan2 δ

(

cos2 φ

α2
+

sin2 φ

β2

))

· 2 (1 + cos θl cos θv + sin θl sin θv cos(φv − φl))

(cos θl + cos θv)4
.

(2.26)

In particular

fnew(θl, φl + π; θl, φl) =
ρs

4παβ cos2 θl
= fWD(θl, φl + π; θl, φl). (2.27)

Staying in line with the Ward BRDF we do not introduce Fresnel factors in ourproposed model.
In [War92], Ward states that geometric attenuation coefficients and the Fresnel factor usually
counteract anyway. However, if Fresnel effects are explicitly desired, either Schlick’s approxi-
mation [Sch94]

ρ′ = ρ + (1 − ρ)(1 − cos θl)
5 (2.28)

or Ward’s approximation that is used in RADIANCE [Rad10] for purely specular surfaces, i.e.
materials with zero roughness,

ρ′ = ρ + (1 − ρ)(exp(−5.85 · cos θl) − 0.00287989916) (2.29)

can be used.
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Figure 2.10: New BRDF (solid lines) and Ward-Dür BRDF (dashed lines) atθl = 0◦, 35◦, and
70◦ for ρs = 1 and (a)α = β = 0.1 and (b)α = β = 0.2.

The polar plots in Figures 2.10 and 2.11 compare the isotropic BRDFs of our new model and
the Ward-D̈ur model forρs = 1 andα = β = 0.1 or α = β = 0.2 in the plane of incidence.
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2.2 A New BRDF Model Based on the Ward-Dür BRDF

The images in Figure 2.10 present the absolute values of the BRDFs forθl = 0◦, 35◦, and70◦,
whereas the images in Figure 2.11 show the particular reflected radiances for θl = 0◦, 45◦, and
85◦, multiplied bycos θv. From Figures 2.10 and 2.11 one can see that the new BRDF mainly
coincides with the Ward-D̈ur BRDF but is physically valid at grazing angles.
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Figure 2.11: Reflected radiance multiplied bycos θv for new BRDF (solid lines) and Ward-
Dür BRDF (dashed lines) atθl = 0◦, 45◦, and85◦ for ρs = 1 and (a)α = β = 0.1 and (b)
α = β = 0.2.

Figures 2.10 and 2.11 predict that, in the plane of incidence, the maximum of thenew BRDF
fnew(~l, ~v) occurs below the mirror direction, whereas the maximum of the new BRDF times
the cosine of the polar angle of the reflected directionfnew(~l, ~v) · cos θv is found in the mirror
direction (the corresponding proofs are given in Appendix B). Thus,the new BRDF shows the
same behaviour as the Ward-Dür BRDF concerning off-specular peaks that were first described
by Torrance and Sparrow [TS67].

Contrary to the Ward-D̈ur BRDF our new BRDF model is physically plausible as it meets
energy balance, i.e. the albedo is bounded by 1 (in Appendix B the proof isgiven for the critical
case whereθl → π/2):

∀θl ∈ [0, π/2] : a(θl, φl) =

∫ 2π

0

∫ π/2

0
fnew(~l, ~v) cos θv sin θvdθvdφv ≤ 1. (2.30)

In Figure 2.12(a) the albedo functions of the Ward BRDF, the Ward-Dür BRDF, the PDF of
Ward’s sampling method, the Ward-Neumann BRDF, and our new BRDF are compared in the
isotropic case forα = β = 0.1 andρs = 1. Note that the albedo of the sampling method is
calculated asa(~v) because in backward ray tracing~v is the incident direction and~l is the sampled
direction. Figure 2.12(b) shows the behaviour of the albedo functions ofthe Ward BRDF, the
Ward-Dür BRDF, and our new BRDF at grazing angles. In Figure 2.13 the albedofunctions of
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Figure 2.12: Albedo functions (a) for various BRDF models and (b) at grazing angles for the
Ward BRDF, the Ward-D̈ur BRDF, and our new BRDF.

our new BRDF in the isotropic cases forα = β = 0.01, α = β = 0.05, α = β = 0.1, and
α = β = 0.2 are presented. Again we examine the purely specular caseρs = 1.
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Figure 2.13: Albedo functions of our new BRDF for varying values ofα = β.

Writing the PDFdα,β of Ward’s sampling method (see Equation (2.22)) with respect to our new
BRDF yields

dα,β(θl, φl; θv, φv) =
fnew(θl, φl; θv, φv)

ρs · wnew(θl, φl; θv, φv)
, (2.31)

where

wnew(θl, φl; θv, φv) =
2

1 + cos θv/ cos θl
=

2

1 + 〈~v, ~n〉/〈~l, ~n〉
. (2.32)
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2.2 A New BRDF Model Based on the Ward-Dür BRDF

With our new BRDF, the indirect specular component can be approximated by

∫

R
Ll(~l) fnew(~l, ~v) dΩl ≈

ρs

N

N
∑

n=1

Ll(~l
∗
(n))wnew(~l∗(n), ~v), (2.33)

where the weighting factorswnew are cheap to compute by Equation (2.32).
Finally, rewriting the new BRDF as

fnew(θl, φl; θv, φv) =
ρs

παβ
·exp

(

− 1

〈~l + ~v, ~n〉2
·
(

〈~l + ~v, ~x〉2
α2

+
〈~l + ~v, ~y〉2

β2

))

· 〈
~l + ~v,~l + ~v〉
〈~l + ~v, ~n〉4

(2.34)
shows that the BRDF for the direct specular component

∫

S
Ll(~l) fnew(~l, ~v) dΩl ≈

M
∑

m=1

Ll(~l(m)) fnew(~l(m), ~v)∆Ωl(m)
, (2.35)

is computationally cheap and thus sustains one of the main benefits of the Ward model.

Grazing Angle Test Scene

(a) (b)

(c) (d)

Figure 2.14: Grazing Angle Test Scene: (a) rendering with specular reflection calculated by new
BRDF, (b) resulting luminance distribution, (c) rendering with specular reflection calculated by
Ward’s sampling method using new weighting factors, and (d) resulting luminance distribution.
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2 Improvements in the Accuracy of Computational Methods in RADIANCE

We re-rendered the test scene of Section 2.2.1 (see Figure 2.8(a) for the set-up) using Equa-
tion (2.35) for calculating the direct specular component from the luminaire modeled aslight
(Figure 2.14(a)) and using Equation (2.33) for computing the indirect specular component from
the luminaire modeled as aglow material (Figure 2.14(c)). In the falsecolor images (Fig-
ures 2.14(b) and 2.14(d)) no differences can be observed. By using luminance contour lines
laid over the images (Figure 2.15) it is clearly visualized that the resulting distributions are the
same for the new BRDF and the sampling using the new weighting factors. Including the new
BRDF and weighting factors in the current version of RADIANCE [Rad10] does not change the
rendering times significantly.

(a) (b)

Figure 2.15: Luminance distributions laid over renderings for the Grazing Angle Test Scene:
specular reflection calculated (a) by new BRDF and (b) by Ward’s sampling method using new
weighting factors.

2.2.3 Fitting the New BRDF

The BRDF of an isotropic red linoleum floor was measured with a gonioreflectometer for 222
pairs of incident/outgoing directions by our cooperation partner Bartenbach LichtLabor, Aus-
tria [Bar]. In Appendix B the corresponding data are given. The total reflectanceρ of the
isotropic linoleum floor illuminated by the CIE standard illuminant A [CIE04] is 17.5% and was
measured by Bartenbach LichtLabor using an integrating sphere.

For the curve fitting we use the same approach as Ngan et al. [NDM05], i.e.we define the
objective function for fitting as

g(θl, φl; θv, φv) =
(

d(θl, φl; θv, φv) −
(ρd

π
+ f(θl, φl; θv, φv)

))

· cos θl, (2.36)

whereρd = ρ − ρs is the diffuse reflectance,f = fW for the Ward BRDF,fWD for the Ward-
Dür BRDF, orfnew for our new BRDF, respectively. The parameter estimation is then performed
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2.2 A New BRDF Model Based on the Ward-Dür BRDF

using the MATLAB routinelsqnonlin()that computesρs andα such that

‖g(θl, φl; θv, φv)‖2
2 =

222
∑

k=1

g(θ
(k)
l , φ

(k)
l ; θ(k)

v , φ(k)
v )2 → min . (2.37)

Parameter Error

ρs α r

Ward BRDFfW 0.08508 0.02935 6.8269

Ward-Dür BRDFfWD 0.02605 0.02122 2.8846

new BRDFfnew 0.04982 0.03172 0.9241

Table 2.3: Fitting results for the isotropic red linoleum floor (see Appendix B).
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Figure 2.16: Measured BRDF data for the isotropic red linoleum floor and fits from the new
BRDF model for incident angles from25◦ to 75◦. Note the varying scales.

In Table 2.3 the results forρs andα of the three BRDF models are presented together with
the residual errorr that specifies the computed minimum value in Equation (2.37). Expectedly,

39



2 Improvements in the Accuracy of Computational Methods in RADIANCE

compared to the Ward-D̈ur BRDF we receive a higher value for the roughnessα that accounts
for the tighter lobes of the new BRDF at grazing angles (see Figure 2.11).In turn also the
specularityρs increases and thus corrects the length of the lobe that is shortened by the greater
α. The decrease of the residual error by a factor of 3 demonstrates that– given the measured
BRDF of the isotropic red linoleum floor – the new BRDF is better suited to approximate the
measured data. Figures 2.16(a) to 2.16(f) show the measured BRDF data together with the fits
obtained from the new BRDF for incidence angles from25◦ to 75◦ every10◦.

(a) (b)

Figure 2.17: Test scene containing an isotropic red linoleum sphere. Thespecular highlights are
calculated (a) by the Ward-D̈ur BRDF and (b) by the proposed new BRDF.

Figure 2.17 shows a test scene for comparing the Ward-Dür BRDF fWD to the new BRDF
fnew. The scene contains an isotropic red linoleum sphere that is modeled in RADIANCE us-
ing theplasticmaterial with the particular parameters from Table 2.3. Because the differences
between the highlights in Figures 2.17(a) and 2.17(b) are hardly visible, a close-up of the right
highlight was rendered. Figure 2.18 shows the results obtained from using the Ward-D̈ur BRDF
(2.18(a)) and the new BRDF (2.18(b)). The falsecolor image below (Figure 2.18(c)) gives the
relative brightness differences between the two images with Figure 2.18(a)(Ward-Dür BRDF)
being the reference. Here the maximal differences are located on a circular ring around the
center of the highlight.

Compared to the Ward-D̈ur BRDF our new BRDF yields significantly more expanded specu-
lar highlights and thus up to five times brighter reflections in off-center regions. Regarding the
criticism by Ngan et al. [NDM05] that at grazing angles the Ward-Dür BRDF produces much
less pronounced highlights than the measured data, the behaviour of the new BRDF seems to be
desirable.
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2.2 A New BRDF Model Based on the Ward-Dür BRDF

(a) (b)

(c)

Figure 2.18: Close-up of the right highlights in Figure 2.17: renderings withspecular highlights
calculated (a) by the Ward-D̈ur BRDF and (b) by the new BRDF, and (c) relative brightness
differences with Ward-D̈ur BRDF being the reference.

2.2.4 Conclusion

We presented an improved BRDF model based on the Ward-Dür BRDF [Dür06]. The new
model is physically plausible, i.e., it satisfies Helmholtz reciprocity and meets energy balance.
For non-flat angles the new BRDF is very close to the Ward-Dür BRDF due to the identical
exponential functions. Ward’s sampling method gives an efficient importance sampling formula
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2 Improvements in the Accuracy of Computational Methods in RADIANCE

and the evaluation of both the weighting factors for the Monte Carlo integrationand the proposed
BRDF model are computationally cheap. In the rendered test scenes the computation times did
not significantly change when using the new BRDF and weighting factors for the Monte Carlo
integration.

The new model also improves the ability to approximate a measured BRDF. For thered
linoleum floor the fitting residual decreased by a factor of 3 compared to theWard-Dür BRDF.
Additionally, the higher parameters that were obtained from the fitting yield moreexpanded
specular highlights and thus up to five times brighter reflections in off-centerregions.
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3 Color Rendering Indices in Global
Illumination Methods

Die Farbe ist der Ort, wo unser
Gehirn und das Weltall sich
begegnen.

(Paul Cézanne, 1839-1906)

Abstract. Human perception of material colors depends heavily on the nature of
the light sources that are used for illumination. One and the same object can cause
highly different color impressions when lit by a vapor lamp or by daylight, respec-
tively. On the basis of state-of-the-art colorimetric methods, we present amodern
approach for the calculation of color-rendering indices (CRI), which were defined
by the International Commission on Illumination (CIE) to characterize color re-
production properties of illuminants. We update the standard CIE method in three
main points: first, we use the CIELAB color space; second, we apply a linearized
Bradford transformation for chromatic adaptation; and finally, we evaluatecolor
differences using the CIEDE2000 total color difference formula. Moreover, within
a real-world scene, light incident on a measurement surface is composedof a direct
and an indirect part. Neumann and Schanda [Proc. CGIV’06 Conf., Leeds, UK, pp.
283–286 (2006)] have shown for the cube model that diffuse interreflections can
influence the CRI of a light source. We analyze how colorrendering indices vary in
a real-world scene with mixed direct and indirect illumination and recommend the
usage of a spectral rendering engine instead of an RGB-based renderer for reasons
of accuracy of CRI calculations.

3.1 Background

Industrial standards for illumination define the basic conditions for lighting design. E.g. at work-
places specified lighting conditions are required, where standards for characteristics such as il-
luminance, color temperature or color-rendering indices (CRIs) have to be met. In this paper,
we focus on the topic of color rendering indices in two respects. First, in a theoretical context
regarding the calculation method, and second, in a practical context in termsof applicability of
CRI calculations in scenes with global illumination.

The standard International Commission on Illumination (CIE) method for calculating the
color-rendering indexRa, which was approved in 1974, is based on the CIEU∗V∗W∗ color space
with the Euclidian distance as the corresponding color difference formula and the Von Kries
transformation for chromatic adaptation. Since then, different approximately uniform color
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spaces, better color difference formulas, and improved chromatic adaptation transformations
have been developed. In Section 3.2, we cite several authors who pointout various weaknesses
of the CIE method (e.g., for white LED sources [BCSS04]) or propose different approaches for
the characterization of light sources. Moreover, we overview variousattempts toward spectral
rendering from current literature, which range from spectral representations using linear combi-
nations of orthonormal basis functions to N-step algorithms implementing several three-channel
calculations in an RGB-based rendering engine.

In Section 3.3, we briefly describe the procedures of the standard CIE method and the CIE
recommendationR96a, which was published in 1999 [CIE99]. We present the color-rendering
index CRI00 as a revised approach for the calculation of CRIs, where we use state-of-the-art col-
orimetric methods, but procedurewise still proceed in line with the CIE method. The three main
improvements of our method affect the underlying color space, where we use CIELAB instead
of CIEU∗V∗W∗, which is also recommended forR96a, the chromatic adaptation transformation,
where we apply a linearized Bradford transformation instead of the Von Kries adjustment, and
the color difference formula, where we evaluate color differences using the CIEDE2000 color
difference formula instead of the Euclidian norm. To enable comparisons to both the standard
CIE method and the 1999 CIE proposal, we use both sets of color test samples – 14 Munsell
colors as forRa calculations and eight Macbeth ColorChecker samples plus two skin tones as
recommended forR96a. We present results of our improved calculation method for seven cus-
tomary light sources (fluorescent, power ball, or mercury vapor lamps) and three LED light
sources.

As shown by Neumann and Schanda [NS06], diffuse interreflections in aroom can influence
the perceived color-rendering properties. We analyze the variation ofthe CRI within real-world
scenes with mixed direct and indirect illumination. To make CRI calculations possible within a
lighting simulation program, we set up a spectral version of the physically based renderer RA-
DIANCE [War94, WS98] which is presented in Section 3.4. Our approach is basedon discrete
spectra using 81 values between 380 and 780 nm equally spaced at every 5 nm. We compare
our spectral results to naive RGB renderings and an improved RGB method, which uses spec-
tral prefiltering [WEV02], and obtain differences in relative brightnessof ∼10%, CIEDE2000
color differences of∼8, and CRI differences of∼4. As an example of use, we show both the
distribution of the CRI and the correlated color temperature (CCT) in a real-world seminar room
calculated from a rendered image.

A preliminary version of this paper was presented at the Human Vision and Electronic Imag-
ing XIV Conference 2009 [GMD09a]. Because of a bug in the Little CMS Version 1.15 [Mar09],
some numerical results in the proceedings are imprecise.

3.2 Related Work

Since CRIs have been introduced in 1974 by the CIE, many authors criticized this method in
various points and presented different approaches for the development of a new method. In
the sequel, we survey these proposals. The main interests for most investigations are the num-
ber and/or the characteristic of the test samples and the used color space with the related color
difference formula. Guo and Houser [GH04] reevaluate the color rendering indices proposed
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by Judd [Jud62], Thornton [Tho74, Tho72], Fotios [Fot97], Xu [Xu93], and Pointer [Poi86].
Seim [Sei85] proposes a method that uses the Seim-Valberg color space formula [SV86] to-
gether with 20 color samples of constant lightness and saturation, and with hues evenly dis-
tributed along the color circle. Pointer [Poi86] defines an alternative indexbased on separate
hue, chroma, and lightness indices, and uses the 18 color samples from theMacbeth Col-
orChecker [MMD76] chart. Another color-rendering index, which is independent of test color
samples, is proposed by Xu [Xu95]. In 1999, the CIE proposed the color-rendering indexR96a

in the closing remarks of the Technical Committee CIE TC 1-33 [CIE99]. The committee agreed
to use eight colors from the Macbeth ColorChecker and two skin tones as test samples and to
perform all calculations in the CIELAB color space. However, becauseof various disagree-
ments, such as the choice of reference illuminants or the correlation betweencolor differences
and CRI, no final recommendation was given [Sch97]. Similar to our approach, Davis and
Ohno [DO05] present an updated CRI based on the standard CIE method, where they replace
the original samples by 15 highly saturated Munsell colors, use the CIELABcolor space, in-
troduce a CCT factor to account for changes in correlated color temperature, and calculate the
CRI as root mean square. Schanda[Sch02], Bodrogi [Bod04], and Śandor and Schanda [SS06]
propose to use color appearance models (CAMs) like CIECAM97s or CIECAM02 in the cal-
culation of CRIs, because color difference formulas based on such CAMs were shown to be
suitable for both small and large color differences by Li et al. [LLC03].

Recently, two approaches that are even further away from the classical CIE method were
presented. Szabo et al. [SZBS07, SBS09] define a new color harmonyformula together with
an associated harmony-rendering index. On the basis of a survey with LED clusters, Vienot
et al. [VEBM07] recommend the development of color quality grades or lightquality indices.
The failure of the CIE method for white LED light sources was also pointed out by Bodrogi
et al. [BCSS04], Schanda [Sch07], and the CIE [CIE07]. Here, themain point of criticism is
that the three peaks in the spectral power distribution of a white LED of the RGB cluster type
combined with narrowband colorants can cause a wide range of perceived color differences,
which are not predictable by a single average number, such as the CRI.

Not solely considering the light source, Neumann and Schanda [NS06] analyze the effect
of diffuse interreflections on the CRI in a cube model. They show how the correlated color
temperature and the CRI vary for different pairs of light sources and lambertian wall paint colors.
On the basis of given examples for all three possible cases (i.e., that the CRI of a light source
increases, decreases, or stays unchanged for different paint colors), they motivate to properly
select both light sources and wall paint colors when a high CRI is desired.

Devlin et al. [DCWP02] describe that rendering techniques based on three-dimensional color
spaces, such as RGB or XYZ, are not appropriate to be used for predictive purposes. Similarly,
Ruppertsberg and Bloj [RB06] state that renderings in RGB space are not accurate enough for
psychophysical experiments where real physical properties have to be simulated. In fact, color
computations have to be performed in spectral space and – concerning color rendering – it is
only possible to calculate CRIs from spectral power distributions (SPDs).During the past 20
years, various approaches for spectral rendering were published. For example, Meyer [Mey88]
presents a method that uses Gaussian quadrature with the opponent representation of the fun-
damental spectral sensitivity functions for wavelength selection. Another approach is given
by Peercy [Pee93], where SPDs are represented by vectors defining the coefficients for linear
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combinations of orthonormal basis functions. Bergner et al. [BMD04] propose a method that
also uses a principle component representation, but they derive the optimal basis functions from
products of lights and reflectances. Our approach for a spectral rendering engine based on RA-
DIANCE is similar to the setup by Johnson and Fairchild [JF99] with the difference thatthey
use spectral rendering only in a local illumination context, where interreflections are not consid-
ered. Both Delahunt and Brainard [DB04] and Ruppertsberg and Bloj[RB08] perform spectral
rendering with RADIANCE by combining multiple calls of the standard RGB version with pre-
and postprocessing. They implement monochromatic renderings for each wavelength or process
spectral information from three wavelengths using the three channels in one RGB rendering,
respectively, resulting in an enormous computational overhead. Moreover, these approaches are
problematic because several algorithms in RADIANCE are steered by its functions intensity and
brightness. The intensity function is defined as the maximum of the three valuesR, G, and B,
whereas the brightness is a weighted sum of the RGB values to approximate theCIE-Y tris-
timulus and thus not valid for arbitrary wavelengths. In scenes with many lightsources, a list
of illuminants is set up based on the brightness function using the “selective shadow testing”
algorithm to approximate the direct illumination from all light sources by a rathersmall number
of sources. This list can now contain different light sources for different wavelengths and thus
result in spectrally varying illumination. RADIANCE also uses the intensity function to evaluate
the weight of a ray and stops tracing the ray if its weight falls below a given threshold. Hence,
rays generated by RADIANCE might be stopped earlier for some parts of the spectrum than for
others resulting in truncated SPDs.

An improvement to RGB rendering by using spectral prefiltering is presented by Ward and
Eydelberg-Vileshin [WEV02]. In their method, the RGB values for the surface reflectances
are calculated from their spectral representations such that the direct-diffuse component is exact
when illuminated by the light source. Compared to full-spectral rendering, the main drawback of
this method is that scenes lit by different light sources or with specular and/or multiple reflections
are not rendered accurately. However, because this improved RGB method is superior to naive
RGB models, we will use it for additional comparisons to our full-spectral solutions.

3.3 CRI

In 1974, the CIE defined CRIs in order to categorize light sources. These indices describe
the capability of an illuminant to reproduce colors of different objects compared to a reference
illuminant and thus measure how humans perceive colors under a particularlight source.

3.3.1 Standard CIE Method for Calculating CRIs

CRIs for a test light source are calculated using 14 Munsell colors as test samples. These test
samples are illuminated with the test light and with a reference light, which has the same CCT,
to obtain the CIEXYZ tristimulus values. The CCT is calculated as closest Planckian radiator in
the CIE 1960(u, v) diagram. Both test and referenceXY Z values are mapped to the CIE 1960
(u, v) diagram, where a Von Kries type of adjustment for chromatic adaptation is performed.
Finally, the(u, v)-coordinates are transformed into the CIEU∗V∗W∗ color space, where the CIE
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1964 color differences∆Ei are calculated. For each of the 14 test samples, the special color-
rendering index is computed asRi = 100 − 4.6 · ∆Ei. The General Color Rendering Index
Ra is defined as arithmetic mean of the first 8Ri’s, where the constant 4.6 was chosen such
that theRa for the CIE standard fluorescent lamp FL3.1 [CIE04] is 51 (see [SS03]). Detailed
information and all formulas necessary for the calculation of the standard CIE CRI can be found,
e.g., in [CIE95] and [Hun95]. In Tables 3.1 and 3.2, we oppose results for this standard CIE
method to those from the recent CIE recommendation and our proposed method.

3.3.2 The Recent Proposal of the CIE – R96a

In 1999, the CIE published the closing remarks of the Technical Committee CIETC 1-33 on
color rendering [CIE99], where proposals for updates of the CRI calculation method were given.
Though the committee could not agree on a definite recommendation, a consensus was found in
the following points.

First, the 14 Munsell color test samples are replaced by eight samples fromthe Macbeth
ColorChecker [MMD76] and two skin tones – Caucasian and Oriental. Second, the chromatic
adaptation transformation as introduced by the CIE [CIE94] in 1994 is usedinstead of the Von
Kries type of adjustment, and finally, the color differences are evaluated inthe CIELAB color
space using the Euclidian distance (i.e., the∆E∗

ab color difference). The special color rendering
indicesRi are then calculated as in the standard CIE method asRi = 100 − c · ∆Ei, and
the general color rendering indexR96a is given as an arithmetic mean of all ten special CRIs.
The committee could not agree on whether to determine the constantc such that the warm
white fluorescent lamp again has anR96a value of 51, or such that the average general CRI
of 107 lamp spectra supplied by national committees or manufacturers remains constant. We
decided to choose the latter case as only for this approach values forc are given in the closing
remarks [CIE99].

Concerning the reference illuminant, no consensus for a new method couldbe obtained in the
committee. There were two main suggestions: firstly, to use a list of six reference light sources
(D65, D50, and four blackbody lamps P4200, P3450, P2950, and P2700) and to select the one
closest to the test illuminant in the CIELAB space; secondly, to define the reference illuminant
based on the CCT similar to the standard method, but to perform the calculationsin the CIELAB
color space. These two suggestions result in CRIs denoted asR96a(c) or R96(TCC/LAB)a

with values for the constantc of c[R96a(c)] = 3.248 or c[R96(TCC/LAB)a] = 3.032, respec-
tively. In Tables 3.1 and 3.3, we compare results for this approach to thosefrom the standard
CIE method and our proposed CRI00.

3.3.3 Alternative Method for Calculating CRIs

A main drawback of the standard CIE method for CRI calculation is that it is based on colorimet-
ric methods that were state of the art in the early 1970s, but are now inadequate. For instance,
the CIEU∗V∗W∗ color space, which is based on the CIE 1960 uniform color space diagram,
together with the Euclidian norm as the corresponding color difference formula was defined in
1964. The Von Kries type of adjustment, which is used in the CIE method for chromatic adapta-
tion, goes back to the early 20th century [VK05]. Therefore, our approach is to update the CIE
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standard method in three fundamental points: the color space, the chromatic adaptation, and the
color difference formula.

First, we replace the CIEU∗V∗W∗ by the CIE 1976 (L∗a∗b∗) or CIELAB color space, which
was defined by the CIE in 1976 [CIE04]. Compared to the CIEU∗V∗W∗, this space is more
nearly uniform and therefore better qualified for the prediction of perceived color differences.
We prefer the CIELAB over the CIELUV color space, which is the second, approximately uni-
form color space that was defined by the CIE in 1976, because the colordifference formula we
are going to use is defined for CIELAB color values.

Second, for chromatic adaptation we apply the Bradford transformation, which is used in the
CIECAM97s color appearance model. This transformation is superior to theVon Kries type
of adjustment or other transformations asXY Z scaling [Lin09]. As the nonlinear correction
in the blue is considered negligible, we use the Bradford transformation in its linearized ver-
sion [FS00].

Finally, for evaluating color differences we replace the Euclidian distanceby the CIEDE2000
total color difference formula. This formula corrects the nonuniformity of the CIELAB color
space for small color differences under reference conditions and is recommended by the CIE
[CIE04]. Sharma et al. [SWD05] give implementation details for the CIEDE2000 and point
out three independent sources of mathematical discontinuities for this function. Two of these
discontinuities occur for color samples with hues that are 180 deg apart in the CIELAB space
and hence do not occur within CRI calculations because the CIEDE2000 isonly evaluated for
small color differences. The third source of discontinuity could occur due to a hue rollover for
a mean hue at 0/360 deg, but because this discontinuity is extremely small (≤ 2.9 × 10−4), it is
negligible for practical purposes.

For the CRIR96a, the CIE proposes to use eight test samples from the Macbeth ColorChecker
chart plus two skin tones because physical samples of the original 14 Munsell colors are not
available anymore [CIE99]. However, for our purpose of calculating CRIs, the spectral reflection
data of the Munsell samples are sufficient and these are available in [CIE95]. Because we want
to compare not only the averaged CRI00 but also the special rendering indices CRIi

00 to both the
standard and the updated CIE method, we use both sets of test colors. Theresults in Table 3.1
show that the choice of test samples does not heavily influence the general CRI00 because of
averaging.

Procedure

The procedure of our improved method is in line with both the standard CIE method and the CIE
recommendationR96a(c). At this point, we refrain from reproducing standard colorimetric for-
mulas, such as color space transformations, that can be found in most color science books. The
MATLAB program “cri00,” which is available as supplementary material (see [GM]), contains
all formulas that are used in the calculation of the CRI00.

First, the CCT is calculated for the given test light sourcet by determining the closest Planck-
ian radiator (blackbody) in the CIE 1960(u, v) diagram (see Fig. 3.1).
Therefore, we compute the temperatureT such that, in theuv diagram, the distance

∆C =
√

[ut − up(T )]2 + [vt − vp(T )]2
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color samples Munsell (14) Macbeth ColorChecker (10)

Lamp CCT [K] Ra CRI00 R96a(c) R96(TCC/LAB)a CRI00
FL3.1 2932 51.14 51.00 54.82 58.14 51.00

FL2 4225 64.16 65.68 64.74 66.51 62.78

FL7 6497 90.19 90.14 90.41 89.73 88.99

FL11 3999 82.84 82.25 80.02 81.14 81.58

HCI-T 2960 86.95 85.82 84.94 87.64 85.23

HQL-R 3426 56.77 50.90 56.31 60.91 50.68

T5-H0 6499 93.82 94.46 93.87 92.79 93.23

WW LED 3270 70.49 69.97 71.69 73.44 71.07

CW LED 11171 82.75 82.03 34.61 67.03 80.91

LED mix 3112 94.17 96.30 80.46 84.26 95.78

Table 3.1: General CRIs calculated with the standard CIE method (Ra), the updated CIE pro-
posals (R96a(c) andR96(TCC/LAB)a), and our method (CRI00) for ten lamps. The first four
lamps, FL3.1, FL2, FL7, and FL11, are typical fluorescent lamps defined by the CIE [CIE04].
The spectral power distributions for the next three, HCI-T (powerballlamp), HQL-R (mercury
vapor lamp), and T5-H0 (fluorescent lamp), as well as for the LED sources, WW LED (warm
white Luxeon LED), CW LED (cold white Luxeon LED), and LED mix (mixed spectral power
distribution from different colored LEDs), were obtained from Bartenbach LichtLabor.
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Figure 3.1: The Planckian locus (dashed line) with selected temperature isolines and the borders
of the valid domain at a distance of 0.05 in the CIE 1960 UCS(u, v) diagram.

between the test light(ut, vt) and the Planckian locus at temperatureT [up(T ), vp(T )] is min-
imal. The coordinatesu and v of the test light and the blackbody are computed from their
chromaticity coordinates(x, y) by

u =
4x

−2x + 12y + 3
and v =

6y

−2x + 12y + 3
.
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Depending on the CCT, the reference light is determined either as the closest Planckian radiator
for temperatures of< 5000 K or as the closest CIE D illuminant (daylight) for temperatures of
> 5000 K. The formulas for the SPDs of blackbodies and phases of daylight for given tempera-
tures can be found in [CIE04].

The test samples – 14 Munsell colors as in the standard CIE method or eight Macbeth Col-
orChecker colors plus two skin tones as inR96a – are then illuminated with the test lightt and
the reference light sourcer. The CIEXYZ tristimulus values are calculated for the SPDs of
the test light sourceΦt yielding (X, Y, Z)t, the reference light sourceΦr yielding (X, Y, Z)r,
and for all test samplesi illuminated by both light sources yielding(X, Y, Z)t,i or (X, Y, Z)r,i,
respectively.

To account for chromatic adaptation, we apply the linearized Bradford transformation to
(X, Y, Z)t,i, where we identify the white points with the current illuminant. The tristimulus
value(X, Y, Z)t,i of the test samplei illuminated by the test light sourcet is thus mapped to
(X, Y, Z)′t,i to account for the chromatic adaptation from white point(X, Y, Z)t, i.e., the test
light source, to white point(X, Y, Z)r, i.e., the reference illuminant. This linearized Bradford
chromatic adaptation transformation is defined as

(X, Y, Z)′t,i := (X, Y, Z)t,i · M ·







ρr/ρt 0 0

0 γr/γt 0

0 0 βr/βt






· M−1,

with

M =







0.8951 −0.7502 0.0389

0.2664 1.7135 −0.0685

−0.1614 0.0367 1.0296







and
(ρt, γt, βt)= (X, Y, Z)t · M
(ρr, γr, βr)= (X, Y, Z)r · M,

where (ρ, γ, β) are the values in the cone response domain that describe the corresponding
(X, Y, Z) tristimuli.

Both the reference values(X, Y, Z)r,i and the adapted test values(X, Y, Z)′t,i are then trans-
formed to the CIELAB space using the reference light source(X, Y, Z)r as reference white
point. For these values(L∗, a∗, b∗)r,i and(L∗, a∗, b∗)′t,i the CIEDE2000 color differences

∆Ei
00 = ∆Ei

00

[

(L∗, a∗, b∗)r,i; (L
∗, a∗, b∗)′t,i

]

=

=

√

(

∆L′

kLSL

)2

+

(

∆C ′

kCSC

)2

+

(

∆H ′

kHSH

)2

+ RT

(

∆C ′

kCSC

) (

∆H ′

kHSH

)

are calculated.
The lightness difference∆L′, the chroma difference∆C ′, the hue difference∆H ′, and

the corresponding weighting functionsSL, SC , andSH as well as the rotation functionRT

are computed from the CIELAB values as given by the CIE [CIE04], or more detailed, by
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Sharma et al. [SWD05]. The parametric factorskL, kC , andkH , which are used to account for
variations in experimental conditions, are all set to 1.

We calculate our new special CRIs CRIi
00 and the general color-rendering index CRI00, such

as in the CIE methods as

CRIi00 = 100 − c · ∆Ei
00 and CRI00 =

1

n

n
∑

i=1

CRIi00,

wheren = 8 if the 14 Munsell color samples from the standard CIE method are used, orn = 10
if the ten Macbeth ColorChecker samples as recommended forR96 are used. Thus, the general
CRI00 is the arithmetic mean of the first eight special rendering indices if the originalset of test
samples is used, or the arithmetic mean of all ten special CRIi

00 values if the new test samples
are used. The constantc is set to 9.097 ifn = 8, or to 6.927 ifn = 10, respectively, to obtain a
CRI00 of 51 for the CIE standard fluorescent lamp FL3.1 in both cases.

Numerical results for our new method are presented in Tables 3.1 to 3.3. In Table 3.1, gen-
eral CRIs computed with our method are opposed to results from the standard CIE method and
the updated CIE proposal for seven customary light sources and threetypes of LED illumi-
nants. The CCT values given were calculated in MATLAB using a minimum search algorithm
(see [GM]) to find the closest Planckian radiator and thus vary slightly from the values published
in [CIE04]. The CRI00 results in Table 3.1 show that the choice of the set of test samples does
not significantly change the general CRIs. The results for our proposed CRI00 are very similar
to the values of the standard CIE methodRa, which seems to be desirable as for the updated
CIE methodsR96a(c) andR96(TCC/LAB)a the CIE “calculated thec value that would keep
the average of theRa values of these (107 from national committees and lamp manufacturers
obtained) lamps constant.” [CIE99] The lowR96a(c) value of the cold white LED is caused by
using the reference light source D65 with a CCT of∼6500 K for a lamp with a CCT of> 11,000
K. The distance∆Eab in the CIELAB color space between these two lamps is> 30 compared to
a maximum value of 15 for all other test light sources and their associated reference illuminants.
Thus, the use ofR96a(c) seems to be problematic for test light sources far away from all six
reference sources in the CIELAB space, such as lamps with a high CCT.

i Ri CRIi00 i Ri CRIi00 i Ri CRIi00 i Ri CRIi00
1 67.76 72.86 5 64.25 66.04

2 80.02 72.40 6 66.31 62.30
9 -8.30 63.71 12 35.54 4.75

3 85.15 79.43 7 81.74 75.25
10 48.20 56.15 13 69.54 66.92

4 63.26 64.32 8 55.40 67.13
11 49.73 59.50 14 90.75 85.03

Table 3.2: Special CRIs calculated using the 14 Munsell color samples with thestandard CIE
method (Ri) and our method (CRIi

00) for the WW LED (warm white Luxeon LED).

In Tables 3.2 and 3.3, the special CRIs for the warm white Luxeon LED arepresented. Ta-
ble 3.2 contains results for the standard CIE method and our proposed CRI00 both using the
standard test sample set of 14 Munsell colors. Table 3.3 shows the valuesobtained from the
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i R96i(c) R96(TCC/LAB)i CRIi00 i R96i(c) R96(TCC/LAB)i CRIi00
1 71.77 73.39 74.13 6 32.26 36.64 48.32

2 72.04 73.81 57.08 7 45.88 49.14 70.10

3 69.65 71.75 65.46 8 78.89 79.90 68.54

4 79.50 81.11 84.64 9 95.05 95.10 82.53

5 75.70 77.52 79.06 10 96.12 96.05 80.89

Table 3.3: Special CRIs calculated using the eight Macbeth ColorCheckersamples plus two skin
tones with the methodsR96i(c) andR96(TCC/LAB)i as proposed by the CIE in [CIE99], and
our method (CRIi00) for the WW LED (warm white Luxeon LED).

updated CIE methodsR96a(c) andR96(TCC/LAB)a, and our proposed CRI00 now using
the test sample set of eight plus two Macbeth ColorChecker samples. Problems with the ap-
plication of the standard CIE method to LED light sources have been observed by Bodrogi et
al. [BCSS04], Schanda [Sch07], and the CIE [CIE07]. In Table 3.2,the difference betweenRi

and CRIi00 for test sample 9 illuminated by the warm white LED is remarkable and complies
with the maximum color difference for test sample 9 in [BCSS04]. Moreover,discrepancies
regarding the CIE special color-rendering indexR9 for LED sources emerged in perceptual tests
at Bartenbach LichtLabor [Kno06]. In these informal tests, probandsstated that the red test sam-
ple looked similar under the reference and the LED test light source, but the calculated special
color-rendering indexR9 was low.

The supplementary material (see [GM]) contains a MATLAB program “cri00” for calculat-
ing the proposed color-rendering index CRI00 and a demonstration program “cri00demo” that
computes all special indices CRIi

00 and the general index CRI00 for the CIE standard fluorescent
lamps FL3.1, FL2, FL7, and FL11.

3.4 Global Illumination Methods

For different purposes (such as psychophysical tests, lighting technology, or architectural light-
ing), it is crucial to model real-world scenes as accurately as possible. Predictive renderings in
architectural design should be both photorealistic and physically correct.When setting up light-
ing concepts, interior designers and lighting engineers must take care of standards concerning
luminance, illuminance, reflection coefficients, or CRIs. Therefore, it is important to be able to
refer to a lighting computer program that provides photometrically correct values within render-
ings. As described in Section 3.3, it is only possible to compute CRIs from spectral data for
reflectances and SPDs, and for this reason a spectral renderer is needed when CRI calculations
shall be implemented.

Because the physically based rendering package RADIANCE [War94, WS98] is known to be
an accurate rendering engine [UWP05, GMD08], we decided to set up aspectral renderer based
on this open-source lighting simulation tool. Instead of RGB, we use a discretespectrum with
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81 values between 380 and 780 nm, equally spaced at every 5 nm, which is widely used in
the industry. Although the number of values increases by a factor of 27, due to pipelining the
computational overhead is only∼40%. In line with the method used in RADIANCE to process
brightness distribution data, input data for surface reflectances and spectral power distributions
are read from files. Solely for the image output, pixel values are converted from spectrum to
RGB.

For an RGB triple, the RADIANCE functions intensity and brightness are given as

i(R, G, B) = max(R, G, B) (3.1)

and b(R, G, B) = 0.2651 · R + 0.6701 · G + 0.0648 · B, (3.2)

where the coefficients in the brightness formula sum up to 1 and are correct for the nominal CRT
primariesR = (0.640, 0.330), G = (0.290, 0.600), B = (0.150, 0.060), and the true white
pointW = (0.3333, 0.3333), given in CIE(x, y) chromaticity coordinates.

In our spectral setup, we define intensity and brightness for a spectraldistributionσ as

i(σ) = max
380nm≤λ≤780nm

σ(λ) (3.3)

and b(σ) =

∫ 780nm

380nm
ȳ(λ)σ(λ)dλ, (3.4)

whereȳ is the color matching function for the CIE 1931 standard colorimetric observer (see
[CIE04]). Therefore, the brightnessb(σ) equals the definition of the CIEXYZ tristimulus value
of Y .

In the spectral version of RADIANCE, we use the brightness function for all SPDs and, hence,
also to set up the list of potential light-source contributions in the “selective shadow testing”
algorithm. For multiple reflected lightΦ, the brightnessb(Φ) can be bounded by the brightness
of the light source times the intensities of the single reflection functions,

b(Φ) =

∫ 780nm

380nm
ȳ(λ)ΦS(λ)r0(λ)r1(λ) . . . rn−1(λ)dλ

≤
∫ 780nm

380nm
ȳ(λ)ΦS(λ)i(r0)i(r1) . . . i(rn−1)dλ (3.5)

= i(r0)i(r1) · · · i(rn−1)b(ΦS),

whereΦS is the SPD of the light source,n is the number of reflections, andrj are the reflection
functions. In RADIANCE, the weight of a ray is defined as the product of the intensities of all
materials hit by the ray. Thus, the inequality in Eq. 3.5 justifies that, in the spectral renderer, we
use the intensity function for material spectra such as extinction, albedo or surface reflectances,
and ensures that even narrowband material spectra do not force a ray to stop just because most
of its spectral reflectance values are close to zero.

Finally, we compare intensity and brightness for the RGB and the spectral model. From
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Eqs. 3.1 and 3.2 for the RGB version of intensity and brightness, we derive the inequalities

0.0648 · i(R, G, B) ≤ 0.0648 · (R + G + B) ≤ b(R, G, B),

b(R, G, B) ≤ b[max(R, G, B), max(R, G, B), max(R, G, B)] = i(R, G, B),

and i(R, G, B) ≤ 1

0.0648
· b(R, G, B) = 15.4321 · b(R, G, B).

Summarized,

0.0648 · i(R, G, B) ≤ b(R, G, B) ≤ i(R, G, B) ≤ 15.4321 · b(R, G, B)

implies that the RGB functions intensity and brightness are in the same order of magnitude,
especially in case of not purely blue colors. By contrast, for the spectral versions we only have
the one-sided bound

b(σ) ≤
∫ 780nm

380nm
ȳ(λ)i(σ)dλ = 106.855 · i(σ)

by Eqs. 3.3 and 3.4, and
∫ 780nm
380nm ȳ(λ)dλ = 106.855.

3.4.1 Cornell Box

With our first test scene – the Cornell Box – we compare the images obtained by our spectral
and naive RGB renderings and analyze the image differences with respect to brightness and
color. For this standard test scene in computer graphics, the scene setup, the reflectances of the
lambertian surfaces, and the SPD of the light source can be downloaded from [Cor09]. Using
inter- and extrapolation, all spectra are adapted to our representation from 380 to 780 nm, all
5 nm (see Fig. 3.2(a)). For the RADIANCE simulations, the lambertian surfaces are modeled
as plastic material with both specularity and roughness equal to zero. The light source is a
tungsten flood light with UV filter and diffusing glass plate and is modeled in RADIANCE as
totally diffuse light with the given emission spectrum. Figure 3.2(b) shows a spectral rendering
of the scene.

To allow a pixel-by-pixel image comparison, we take care to trace exactly the same ray
paths. For this purpose, we turn off all jitterings either by parameter settingsor by remov-
ing random number generation from the code. The initialization of the hemisphere sampling
in inithemi() in ambcomp.cis made independent of the current ray’s weight by replacing the
weight wt by 1.0. Also the random numbers that define the direction of a single ambient
sample ray are set to 0.5 indivsample()in the same file. Additionally, the shadow thresh-
old check that is based on brightness values in thedirect() routine insource.cis removed, i.e.,
the threshold is set to 0 (compare RADIANCE source code on [Rad10]). To avoid subdivision,
the light source is modeled as a point light source having the same cosine brightness distri-
bution as a flat source. By using-dj = 0 all rays that account for the light source are sent to
the center of the sphere. Moreover, we switch off irradiance caching (-aa = 0), set the num-
ber of ambient bounces to-ab = 2, the number of ambient divisions to-ad = 400, the num-
ber of ambient supersamples to-as = 0, and remove the lower limit for the weight of rays
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Figure 3.2: Cornell Box: (a) reflection spectra of the lambertian materials “white”, “green”, and
“red”, and the SPD of the light source (scaled to a maximum of 1) and (b) spectral rendering.

(a) (b)

Figure 3.3: The Cornell Box: (a) relative brightness differences in percent between the naive
RGB and the spectral solution (maximum: 9.85%, minimum: -1.59%) and (b) CIEDE2000 total
color differences (maximum: 7.64, minimum: 0.00).

-lw = 0. We render the images using one sample ray per pixel (-ps= 1) and send each eye ray
through the center of its pixel (-pj = 0).

Figure 3.3 shows false-color images for brightness differences (left) and color differences
(right) between the naive RGB and the spectrally rendered pictures. Large differences can be
seen both in brightness (especially at the red wall) and color (mainly at the green, but also at
the red wall). The brightness differences are shown relatively, in percent with the RGB solution
defining the reference. In the right image, significant color differences do not only occur at the
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colored walls themselves, but also in regions where reflected light from these walls dominates
(e.g., at the sidewalls of the white boxes and on the ceiling near the colored walls).

The significant differences shown in Fig. 3.3 demonstrate inaccuracies caused by RGB ren-
dering. The RGB approximation of spectral reflectance functions and SPDs result in errors of
multiplied RGB values compared to the correct RGB values derived from the multiplied spectra.

3.4.2 Ward – Eydelberg-Vileshin Test Scene

The objective of the second test scene is the comparison of our spectralrendering engine to
the RGB version using the spectral prefiltering approach as proposed by Ward and Eydelberg-
Vileshin [WEV02]. Therefore, we use their fluorescent-lamp test scenetogether with the spectral
data (see [War09]). The left sphere is modeled in RADIANCE as plastic with a specularity
of 0.05, a roughness of 0, and the diffuse color Macbeth Green. The right golden sphere is
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Figure 3.4: The Ward – Eydelberg-Vileshin test scene: reflection spectra of the materials and
the SPD of the cool white fluorescent light source (scaled to a maximum of 1).

simulated as 100% specular metal with zero roughness, and its color is computed from the
wavelength-dependent index of refraction for pure gold. All other materials are assumed to
be lambertian and modeled as plastic with both specularity and roughness equal to zero. The
color of the walls are Macbeth Red for the left wall, Macbeth Blue for the right wall, Macbeth
Blueflower for the wall at the front, and Macbeth Neutral.8 for all other walls. The light source
is a cool white fluorescent lamp modeled as totally diffuse light in RADIANCE. Figure 3.4 shows
the reflection spectra of the materials and the SPD of the light source. We do not apply white
balancing as it is done in their work, because we want to get real photometric values as needed
for CRI calculations. The procedure for spectrally prefiltering RGB values is described in detail
in their paper.

Similar to the Cornell Box test scene, we allow a pixel-by-pixel image comparison by tracing
exactly the same ray paths within the prefiltered RGB and the spectral renderings. The left image
in Fig. 3.5 shows our spectral solution for the Ward – Eydelberg-Vileshin test scene. On the right
side, the CIEDE2000 color differences between the prefiltered RGB andour spectral solution
are presented in a false-color image. As mentioned in Section 3.2, the approach of spectral
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Figure 3.5: The Ward – Eydelberg-Vileshin test scene: spectral rendering (left) and CIEDE2000
color differences between the spectrally prefiltered RGB and the spectral solution (maximum:
8.06, minimum: 0.00; right).

prefiltering for RGB rendering is suitable for the direct-diffuse component but lacks accuracy
for multiple reflected light, which can be seen at the golden sphere in the reflection of the blue
sidewall and the “blue flower” front wall.

3.4.3 CRI Test Scene

The CRI is defined for SPDs of light sources. However, within a real-world scene, light incident
on a measurement surface is composed of a direct and an indirect part. The aim of our third test
scene is to show how the CRI changes with mixed direct and multiple reflected light.

Our test room is modeled by a square base area with a red linoleum floor and white plaster on
the ceiling and the walls. The four lighting fixtures, which represent specular louver units made
of aluminum, are equally arranged and contain fluorescent lamps. These lamps are of type T5-
H0, having a CCT of 6499 K and a CRI00 of 94.46. The specular louver units mainly light the
floor, which results in mixed direct and indirect (reflected from the floor)lighting at the walls.
All reflection spectra, the SPDs, and the brightness distribution functions of the illuminants
describe real-world materials and were measured at Bartenbach LichtLabor, Austria [Bar]. In
RADIANCE, we model the light source using thebrightdatamodifier for lights and assign the
measured luminous intensity distribution. The walls and ceiling consist of white plaster with
fully lambertian reflection. The red linoleum floor is modeled by the Ward BRDF [War92],
with specularity 0.0821 and roughness 0.0372 estimated from measured reflection data. For all
materials, the diffuse color is given by the measured reflection spectra. Figure 3.6(a) shows
the T5-H0 lamp spectrum scaled to a maximum value of 1 together with the reflectionspectra
of the red linoleum floor and the white plaster walls next to a spectral rendering of the scene
[Fig. 3.6(b)].

For calculating the CRI within the image, we render the image with the “-i” option in RA-
DIANCE to obtain irradiance instead of radiance values. For each pixel, we get anSPD that
represents the light incident on the current surface, from which we calculate the CRI. Because
this is done in a postprocessing step, any color rendering index or other photometric measure
that can be derived from spectral data could be computed (e.g., the standard CIE CRIRa or one
of theR96a CRIs). Because we intend to show the applicability of CRI calculations within a
global illumination method, we implement only one CRI calculation and compute our proposed
CRI00 based on the 14 Munsell test samples to ease comparisons to the standard CIE method.
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Figure 3.6: CRI test scene: (a) reflection spectra of the red linoleum floor, the white plaster walls,
and the SPD of the T5-H0 light source (scaled to a maximum of 1) and (b) spectral rendering.

Except for the light source, we obtain the highest CRI00 values at the floor (mainly direct
illumination), followed by the lower regions in the middle of the walls (direct and indirect illu-
mination), and the upper regions of the walls as well as the ceiling (mainly indirect illumination),
where the CRI is attenuated by the reflection on the red linoleum floor. Moreover, the maximum
CRI00 (94.46) within the scene complies with the CRI00 of the source. The CRI00 distribution
throughout the scene is presented as a false-color image in Fig. 3.7(a).

To make a comparison to RGB rendering possible, we use Smits’ RGB-to-spectrum con-
version for reflectances [Smi99], which creates physically plausible spectra from RGB values.
Because we are working with SPDs instead of reflectances, we slightly change Smits’ algorithm
and do not set an upper limit for the spectral values. With this modified procedure, we first com-
pute the seven spectra for white, red, green, blue, cyan, magenta, andyellow, and then perform
the RGB to spectrum transformations, where we use spectrally prefiltered RGB as proposed
in [WEV02].

The false-color image in Fig. 3.7(b) shows the CRI00 distribution resulting from the spectrally
prefiltered RGB rendering followed by Smits’ conversion. Throughout the scene, all CRI00
values are higher than the correct values obtained from spectral rendering [e.g., the maximum
of 98.21, which appears for the illuminants, is significantly higher than the trueCRI00 of the
light sources (94.46)]. The problem with applying Smits’ method for reflectances to SPDs is
that, for a given RGB triple, the smoothest of all metamer spectra is calculated.Therefore, two
metamer spectra with CRIs far apart will result in the same spectrum similar to a Planckian
radiator having a very high CRI. The large differences between the CRIdistributions in Fig. 3.7
underline the importance of photometric correctness in global illumination systems as provided
by spectral rendering.

58



3.4 Global Illumination Methods

(a) (b)

Figure 3.7: CRI test scene: (a) CRI00 distribution obtained by spectral rendering (maximum
CRI00: 94.46, minimum CRI00: 90.24) and (b) CRI00 distribution obtained by spectrally pre-
filtered RGB rendering and Smits’ algorithm (maximum CRI00: 98.21, minimum CRI00: 92.87).

3.4.4 Real-World Seminar Room

Our fourth test scene is a not fully completed, real-world seminar room from the Lichtakademie
Bartenbach. All measurements of reflection spectra and brightness distribution functions were
done by our cooperation partner Bartenbach LichtLabor. The room is illuminated by four light
tubes with scattering inserts, which redirect daylight from outside into the room and have dif-
ferent depreciation factors. The scattering inserts are made of a mirrorlike material with the
purpose of distributing light almost uniformly into the room and avoiding glare from direct sun-
light. The room is composed of a red linoleum floor, three fair-faced concrete walls and one
plastered wall, and a plastered ceiling. The enclosures of the light tubes and additional specular
louver units, which are switched off, are made of aluminum. Moreover, the room contains four
white/light-gray boxes under a white table and a flat screen at the wall. In RADIANCE, the light
sources are modeled as circular disks, which are placed at the bottom edge of the light tubes
and have the measured brightness distribution assigned. In addition to theillum material for
the disks, we use aglow material inside the light pipes to illuminate the local structure without
affecting the illumination in the room. For the SPD of the light sources, we use thestandard
phase of daylight D65, which has a CCT of 6503.6 K and a CRI00 of 100, and neglect possi-
ble spectral changes due to reflections inside the light pipes. The fair-faced concrete walls are
modeled as fully lambertian surfaces. The enclosures are modeled by Ward’s lightly brushed
aluminum [War92] with specularity 0.56 and roughness 0.11. The spectralreflectances of the
materials, which were not already shown in Fig. 3.6(a), and the D65 spectrum are presented in
Fig. 3.8.

Figure 3.9 shows a photo of the real room (left) together with an image of the simulated
scene obtained by our spectral version of RADIANCE (right). In Fig. 3.10 the false-color image
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Figure 3.8: Real-world seminar room: reflection spectra of the concrete wall, the table, and the
aluminium enclosures, and the SPD of the D65 daylight (scaled to a maximum of 1).

Figure 3.9: Real-world seminar room: photo taken at the Bartenbach Lichtakademie (left), and
spectral rendering (right).

indicates the CRI00 distribution within the scene. Expectedly, the highest CRI can be found on
the table and on the floor, where the main part of the illumination comes directly from the light
sources. With mixed direct and indirect illumination, the CRI gets lower, which can be seen
for example near the walls. Regions that are illuminated solely by indirect illumination show
how much of the CRI can be lost by interreflections. For example, in the shady regions under
the table or below the screen, a difference in CRI00 of ∼8.5 from the CRI of the light source
(100) occurs. Within the calculation of the CRI for each pixel, the CCT is computed to define a
reference light source. This information can be displayed similar to the CRI using a false-color
scale. Fig. 3.11 shows that the CCT of incident light can significantly change by interreflections
inside the room.
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Figure 3.10: Real-world seminar room: CRI00 distribution (maximum CRI00: 99.67, minimum
CRI00: 91.49).

Figure 3.11: Real-world seminar room: CCT distribution (maximum CCT: 6376.67Kelvin,
minimum CCT: 2897.21 Kelvin).

3.5 Discussions and Future Work

The present work was motivated by the problem of displaying relevant measures for lighting
design within a computer-generated preview of a scene. For our cooperation partner Bartenbach
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LichtLabor, the prediction of illuminance, color-rendering index, or CCT isimportant whenever
an architectural lighting concept is to be set up.

The update of the standard CIE method for the CRI in the form of our proposed CRI00 yields a
measure for the color-rendering properties of light sources that describes human perception more
closely. Contrary to other approaches mentioned in Section 3.2, the procedure for calculating
the CRI00 is still in line with the standard CIE method and can therefore be easily adopted by
industry. However, by following the CIE procedure, we also inherit the issue of a discontinuity
for light sources with a CCT of 5000 K. This problem could not be solved thus far, but should
be a main interest in future investigations.

To calculate lighting design characteristics from renderings, highly accurate data in the ob-
tained images are required. Moreover, some characteristics such as the CRI, can only be cal-
culated if spectral data are available. Thus, spectral rendering is necessary for reasons of both
accuracy and feasibility. Our spectral version of RADIANCE allows interior or lighting designers
to predict and change important measures, such as CCT or CRI, in computational simulations
by using various wall paints or specifically placing colored items. Computer-generated images
for psychophysical tests are another application for spectral rendering because there the pictures
require physically correct data as well. In consideration of the obtained accuracy, the drawback
of spectral rendering in terms of 40% computational overhead seems to be subordinate. As
shown in Section 3.4, interreflections can alter the CRI or CCT significantly. In follow-up work,
we want to analyze these effects for mirrorlike reflections that happen in daylight redirection
systems, such as horizontal mirror ducts or vertical light pipes.

3.6 Conclusion

We presented a modernized method for the calculation of CRIs based on state-of-the-art col-
orimetric methods. Our update affected the standard CIE algorithm from 1974 in three main
points, but did not change the basic setup of the procedure. We replaced the CIEU∗V∗W∗ by
the CIELAB color space, the Von Kries transformation by the linearized Bradford transforma-
tion for chromatic adaptation, and the Euclidian distance by the CIEDE2000 color difference
formula. This approach has been evaluated for customary light sourcesand LED illuminants,
and is promising to be better qualified for the prediction of color-rendering perceptions.

Furthermore, we evaluated CRIs in scenes with global, mixed direct and indirect illumina-
tion. Therefore, we presented an approach to set up a spectral rendering engine based on the
open-source software RADIANCE and showed the advantages of spectral rendering over RGB-
based methods. Finally, we exemplified the application of CRI and CCT calculations in global
illumination methods by means of a real-world test scene.
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4 Estimating Melatonin Suppression and
Photosynthesis Activity in Real-World
Scenes from Computer Generated
Images

Sleep, those little slices of
death; Oh how I loathe them.

(Edgar Allan Poe, 1809-1849)

In lighting design and architectural illumination planning simulations of luminance and illumi-
nance distributions within scenes are performed using rendering tools such as RADIANCE. In
this paper we focus on the evaluation by two action spectra other than the luminous efficiency
function – the circadian action function describing the melatonin suppressionand the photo-
synthesis action function. We show how indices that are derived from these action spectra can
be calculated from spectrally rendered images of a real-world scene. For both action spectra
we derive approximations based on the CIE color matching functions that allow estimations of
the corresponding index from RGB rendered images. We evaluate the differences between the
spectral results and the RGB approximations for an office room with three different types of
illumination.

4.1 Background

Physically based rendering packages such as RADIANCE are used in lighting design and ar-
chitectural illumination planning for simulations of luminance and illuminance distributions.
Especially for daylight simulations and daylight factor calculations this rendering tool is widely
used and was shown to be accurate in [Mar99, UWP05, GMD08]. However, spectral rendering
is necessary if highly accurate results are desired as for example color shifts may occur when
calculations are performed in the RGB color space [RB06, GMD09b].

In the present study not only the CIE photopic luminous efficiency functionV (λ) that is used
to calculate (il)luminances from (ir)radiances and which equals the CIE color-matching funtion
ȳ [CIE04], but also other weighting functions are considered. In detail, two action spectra are
used for evaluations in a real-world test scene: the circadian action function describing the mela-
tonin suppression and the photosynthesis action spectrum representing aplant’s photosynthesis
activity.
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4 Estimating Melatonin Suppression and Photosynthesis Activity

Circadian action function
The hormone melatonin, which is mainly secreted during the night, is primarily responsible for
the regulation of the circadian rhythm. Light in general and radiation in the blue part of the
visible spectrum in particular suppresses the secretion of this hormone. Gall [Gal09] defines a
circadian action functionc(λ) that is based on experimental data from Brainard [BHG∗01] and
Thapan [TAS01] for light-induced melatonin suppression. The spectraldistribution ofc(λ) is
shown in Figure 4.1.

Using this circadian action function, Gall calculates the circadian radiation quantity Xec,
which we refer to asC, by

C =

∫

σ(λ)c(λ)dλ (4.1)

and defines the circadian action factoracv in relation to the CIE luminanceY as

acv =
C

Y
=

∫

σ(λ)c(λ)dλ
∫

σ(λ)ȳ(λ)dλ
(4.2)

for a given spectral power distribution (SPD)σ. In the current study we use the values for
Gall’s circadian action functionc(λ) that are given in [Gal09] and simulate the distribution of
the circadian action factoracv within a real-world scene.

Photosynthesis action spectrum
Plants as well as some algae and bacteria are able to generate carbohydrates and oxygen from
carbon dioxide, water, and light energy. The action spectrum for this photosynthesis process
differs for various plants and is subject of scientific research [Taz99a, Taz99b].
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Figure 4.1: Spectral distributions of the circadian action functionc(λ) as defined by Gall and
the photosynthesis action spectrumsy(λ) as given in DIN 5031-10.

In the current study we use the photosynthesis action spectrumsy(λ) that is defined by the
German Institute for Standardization (DIN) in the document DIN 5031-10 [DIN00] and calculate
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4.2 Spectral Rendering

the photosynthesis activitySY from

SY =

∫

σ(λ)sy(λ)dλ (4.3)

for a SPDσ. The spectral distribution ofsy(λ) is shown in Figure 4.1.

4.2 Spectral Rendering

For spectral rendering with RADIANCE [War94, WS98] various proposals were presented in the
literature. Both Delahunt and Brainard [DB04] and Ruppertsberg and Bloj [RB06, RB08] use
N-step algorithms with multiple calls to the RGB renderer together with a post-processing step
to gather the images. Delahunt and Brainard render a single monochromatic image for each
wavelength, whereas Ruppertsberg and Bloj put independent wavelengths in each of the three
channels. In the latter case wavelengths from the red, green, and blue part of the spectrum should
be combined because otherwise the calculation of brightnesses in RADIANCE given by

b(R, G, B) = 0.265 · R + 0.670 · G + 0.0648 · B (4.4)

might lead to inaccuracies in algorithms that are steered by this function. Geisler-Moroder and
Dür [GMD09b] present an approach for spectral rendering with RADIANCE using a discrete
representation of the spectrum with 81 values equally spaced between 380nm and 780nm. They
expand the brightness function from the RGB approximation to the CIE tristimulusvalueY , i.e.

b(σ) = Y (σ) =

∫ 780

380
σ(λ)ȳ(λ)dλ (4.5)

for a SPDσ and the CIE color-matching funtion̄y.
For the current study we adopt and slightly modify this approach. Because RADIANCE is

intended to be used for simulations of real-world scenes as observed by humans, the brightness
function that approximates the CIE Y tristimulus and thus the human brightness perception
is used for steering algorithms in the ray tracing process. However, sincewe use different
weighting functions for brightness (ȳ(λ)), melatonin suppression (c(λ)), and photosynthesis
activity (sy(λ)), we re-define the brightness function in RADIANCE via the constant 1-function
as

b(σ) =

∫ 780

380
1 · σ(λ)dλ. (4.6)

In this way all parts of the spectrum are treated equally and inaccuracies inbrightness-steered
algorithms of RADIANCE are avoided in exchange for a slight computational overhead. In a
post-processing step we are then able to apply the sensitivity functionsȳ(λ), c(λ), andsy(λ),
and compute the indicesC, Y , andSY from a single spectral image.

4.2.1 Test scene

Our test scene shows an office room that contains three different sources of illumination – win-
dows, ceiling lamps, and computer monitors. Figure 4.2(a) shows an overview of the scene
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4 Estimating Melatonin Suppression and Photosynthesis Activity

and Figure 4.2(b) the view from the the front workplace. The windows are simulated as light
sources using the spectrum of the CIE standard illuminant D65 [CIE04] witha luminance of
1000cd/m2. The spectra of both the TFT display, that emits white light only, and the LED ceil-
ing lamps (Luxeon Rebel cold white) were measured by our cooperation partner Bartenbach
LichtLabor. The luminance of the monitors are set to 250cd/m2 and the ceiling lights are mod-
eled to have a luminous flux of 1500lm each. As for this study primarily the spectrum and not
the angular distribution of the light is important, all sources are modeled as totallydiffuse emit-
ters. Figure 4.3 shows the spectra of the three light sources together with the main reflectance
spectra of the scene, i.e. the floor, the walls (including the ceiling), and the wooden desks. The
reflectance spectra of white plaster (walls, ceiling), cherry wood, and aluminium (e.g. for the
ceiling light fixtures) were measured by our cooperation partner Bartenbach LichtLabor. For the
other objects we use reflectance spectra from the Macbeth ColorChecker chart [MMD76] that
are available on [Bab09], e.g. Macbeth Neutral 6.5 for the floor, Macbeth Foliage for the chairs,
and Macbeth Orange and Macbeth Orange Yellow for the containers and their fronts.

(a) (b)

Figure 4.2: Office test scene: (a) overview of the test scene containingthree different sources
of illumination: four light sources that simulate the windows, two LED ceiling lamps,and two
computer monitors and (b) view from the front workplace that is important forthe evaluation of
the circadian action factoracv as it simulates the field of view of a person working at the desk.

4.2.2 Weighting functions

Given a weighting functionω(λ) such asc(λ) or sy(λ), the associated indexΩ(σ) for a spectral
power distributionσ is defined by

Ω(σ) =

∫ 780

380
σ(λ)ω(λ)dλ. (4.7)

Thus,Ω becomes a functional on the Hilbert spaceL2([380nm, 780nm]) that contains all spec-
traσ(λ) that satisfy

∫ 780

380
σ(λ)2dλ < ∞. (4.8)
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Figure 4.3: Light source spectra (each scaled to a maximum of 1) and main reflectance spectra
used in the test scene: the windows are modeled with the CIE standard phaseof daylight D65,
the spectra for the LED lamps and the monitors as well as the reflectances of cherry wood and
white plaster were measured by our cooperation partner Bartenbach LichtLabor, and the floor is
modeled with the dark gray color Macbeth Neutral 6.5 from the Macbeth ColorChecker chart.

For example the CIE XYZ tristimulus values can be written as functionals

X(σ) =

∫ 780

380
σ(λ)x̄(λ)dλ, (4.9)

Y (σ) =

∫ 780

380
σ(λ)ȳ(λ)dλ, (4.10)

and Z(σ) =

∫ 780

380
σ(λ)z̄(λ)dλ, (4.11)

where x̄, ȳ, and z̄ are the color-matching functions for the CIE 1931 standard colorimetric
observer [CIE04] (see Figure 4.7(a)). Evaluating the functionalY (σ) for each pixel’s SPDσ
in a spectrally rendered image yields the luminance distribution if the image contains radiances,
and the illuminance distribution if the image contains irradiances, respectively.

4.2.3 Circadian action function

From the radiances within a spectrally rendered image the circadian action factor acv can be
computed in a post-processing step. For the SPDσ of each pixel the functionalsC andY are
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evaluated and the circadian action factor

acv(σ) =
C(σ)

Y (σ)
=

∫ 780
380 σ(λ)c(λ)dλ

∫ 780
380 σ(λ)ȳ(λ)dλ

(4.12)

can be displayed in a falsecolor image. Figure 4.4 shows the distribution ofacv as perceived
when working at the front desk. In Figure 4.5 theacv values of the scene when seen from
outside are presented. In the falsecolor images theacv values of all three light sources exactly
correspond to the analytical results ofacv(λ) given in Table 4.1. Comparing the results for
the three light sources shows that the light-induced melatonin suppression isstrongest for D65
followed by the TFT monitor light and lastly the LED lamp.

Figure 4.4: Distribution of the circadian action factoracv(σ) calculated from the spectral ren-
dering in the field of view of a person working at the front desk.

Figure 4.5: Distribution of the circadian action factoracv(σ) inside the scene calculated from the
spectral rendering. The analytical results for the three light sources given in Table 4.1 exactly
correspond to the image.
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4.2.4 Photosynthesis activity

For the photosynthesis activity the incident light is decisive. We thus render the images of our
test scene again using the RADIANCE option “-i” to obtain irradiances instead of radiance values.
To calculate the photosynthesis indexSY from the irradiance spectrumσ at each pixel within
the rendered images the functionalSY (σ) is evaluated:

SY (σ) =

∫ 780

380
σ(λ)sy(λ)dλ. (4.13)

Figure 4.6 shows theSY distribution within the scene and thus proposes the “ideal place” to
put plants in the office – on the windowsill or on the desk close to the window. As the index
SY is not divided by the brightness of the corresponding SPD it is an absolutemeasure and
depends on both the quality and the quantity of incident light. Thus, the “idealplace” for a plant
could for example be changed by increasing the LED’s emittance what in turnwould lead to
uncomfortably high illuminances and glare for the people working in the office.

Figure 4.6: Distribution of the photosynthesis activitySY (σ) inside the scene calculated from
the spectral rendering. The windowsill or the parts of the desk close to thewindow are “ideal
places” to position a plant.

4.3 RGB Approximation

In RADIANCE the RGB approximation of luminances and illuminances by Equation 4.4 usually
works well, what is desirable and necessary as these are the main indices needed in lighting
design and other applications of this physically based renderer. Similar to theapproximation of
the CIE tristimulus value Y we try to find an approximation to the indicesacv andSY based on
the three color-matching functions̄x, ȳ, andz̄.

To calculate the indicesC andSY from the values in an RGB rendered image as a weighted
sum, we need to derive coefficients(rC , gC , bC) and(rSY , gSY , bSY ) for the three channels R,
G, and B similar to Equation 4.4.
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Gall and Bieske [GB04] propose to approximate the circadian action factoracv via the CIE
chromaticity coordinates(x, y) as

acv ≈
∫

z̄(λ)σ(λ)dλ
∫

ȳ(λ)σ(λ)dλ
=

Z

Y
=

1 − x − y

y
. (4.14)

For the light sources in our test scene Equation 4.14 yields results with relative errors of+15.7%
for D65,+42.2% for the LED lamp, and+20.4% for the monitor light. Gall’s approximation of
the circadian radiation quantityC is only based on the CIE color-matching functionz̄ and thus
leaves room for improvement by calculating an approximation based on all three color-matching
functions.

Generally, we look for an approximation of the functionalΩ(σ) from Equation 4.7 by a linear
combination

Ω(σ) ≈ kxX(σ) + kyY (σ) + kzZ(σ) (4.15)

whereX(σ), Y (σ), andZ(σ) are the functionals describing the CIE XYZ tristimuli as given in
Equations 4.9 to 4.11.

According to the Riesz representation theorem the Hilbert spaceL2([a, b]) of functions is
isomorphic to its dual space of functionals. Thus we can represent eachfunctionalΩ by its
corresponding densityω and search for an approximation ofω by a linear combination of the
color-matching functions̄x, ȳ, andz̄, which are the corresponding densities of the functionals
X, Y , andZ:

ω(λ) ≈ kxx̄(λ) + kyȳ(λ) + kz z̄(λ). (4.16)

We find this approximationψ by an orthogonal projection ofω onto the subspace spanned byx̄,
ȳ, andz̄, i.e.,

ψ = kxx̄ + kyȳ + kz z̄ such that (4.17)

〈ω − ψ, x̄〉 = 〈ω − ψ, ȳ〉 = 〈ω − ψ, z̄〉 = 0. (4.18)

Equation 4.18 leads to the system of linear equations






〈ω, x̄〉
〈ω, ȳ〉
〈ω, z̄〉






= G(x̄, ȳ, z̄) ·







kx

ky

kz






(4.19)

where

G(x̄, ȳ, z̄) =







〈x̄, x̄〉 〈ȳ, x̄〉 〈z̄, x̄〉
〈x̄, ȳ〉 〈ȳ, ȳ〉 〈z̄, ȳ〉
〈x̄, z̄〉 〈ȳ, z̄〉 〈z̄, z̄〉






(4.20)

is the Gramian matrix for the three color-matching functionsx̄, ȳ, and z̄. Solving the sys-
tem (4.19) for the weighting functionsω = c(λ) andω = sy(λ) yields the approximations

ψc(λ) = −0.284x̄ + 0.358ȳ + 0.681z̄ and (4.21)

ψsy(λ) = 0.533x̄ + 0.276ȳ + 0.581z̄ (4.22)
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Figure 4.7: (a) The CIE color-matching functionsx̄, ȳ, andz̄, (b) the circadian action function
c(λ) as defined by Gall, and the approximation functionψc(λ) that is a linear combination of̄x,
ȳ, andz̄ and (c) the photosynthesis action spectrumsy(λ) as defined in DIN 5031-10, and the
approximation functionψsy(λ) as a linear combination of̄x, ȳ, andz̄.

for the circadian and photosynthesis action spectra, respectively. In Figures 4.7(b) and 4.7(c)
these approximations based on the three CIE color-matching funtions (Figure 4.7(a)) are com-
pared to the real action functions.

Multiplying by the transformation matrix of RADIANCE from RGB to XYZ gives the co-
efficients(r, g, b) for the approximation of the indexΩ from the RGB values in the rendered
image:

(r, g, b) = (kx, ky, kz) ·







0.514 0.324 0.162

0.265 0.670 0.0648

0.0241 0.123 0.853






. (4.23)

Evaluating Equation 4.23 for the coefficients of the circadian action spectrum approximation
ψc(λ) (Equation 4.21) and the photosynthesis action spectrum approximationψsy(λ) (Equation
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4.22) yields the RGB coefficients

(rC , gC , bC) = (−0.0346, 0.232, 0.558) and (4.24)

(rSY , gSY , bSY ) = (0.361, 0.429, 0.600), (4.25)

respectively. Finally, the approximations for the circadian action factoracv and the photosyn-
thesis activitySY are given by

acv(R, G, B) =
C(R, G, B)

b(R, G, B)
=

−0.0346 · R + 0.232 · G + 0.558 · B
0.265 · R + 0.670 · G + 0.0648 · B (4.26)

and
SY (R, G, B) = 0.361 · R + 0.429 · G + 0.600 · B. (4.27)

In Table 4.1 the analytical results for the three light sources in the test scene (D65, LED,
monitor light) are presented. The correct values for the circadian action factoracv and the pho-
tosynthesis activitySY are opposed to their RGB approximations. Additionally, the relative
errors of the RGB approximations are given. For both indicesacv andSY the RGB approxi-
mation performs best for the LED illuminant, followed by the monitor light and lastly the CIE
phase of daylight D65. However, even for the LED lamp the relative error for the circadian
action index is already greater than 5%.

D65 LED TFT

acv(σ) 0.941 0.824 0.903

acv(R, G, B) 0.830 0.871 0.834

∆acv -11.82% +5.72% -7.69%

SY (σ) 2.198 6.400 0.415

SY (R, G, B) 1.581 6.333 0.393

∆SY -28.05% -1.04% -5.40%

Table 4.1: Analytical results for the three light sources used in the test scene. The correct values
of the circadian action factoracv(σ) and the photosynthesis activitySY (σ) are opposed to the
RGB approximationsacv(R, G, B) andSY (R, G, B), respectively. Additionally, the particular
relative error∆ is depicted.

Re-rendering the scene with the standard RGB version of RADIANCE yields an RGB color
value for each pixel describing the radiance or irradiance distribution within the test scene. To
calculate the approximation for the circadian action factoracv Equation 4.26 is evaluated for the
RGB radiance values of each pixel. The results are presented as falsecolor images in Figure 4.8
for the computer workplace view and in Figure 4.9 for the scene overview as seen from outside,
each on the left side. The images on the right side in Figures 4.8 and 4.9 showthe relative
differences in percent between the correct results foracv calculated from the spectral renderings
(Figures 4.4 and 4.5) and the RGB approximations, i.e.

∆acv = 100 · acv(R, G, B) − acv(σ)

acv(σ)
. (4.28)
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4.3 RGB Approximation

The values for bothacv(R, G, B) and∆acv for the three light sources D65, LED, and the mon-
itor light comply with the analytical values in Table 4.1.

(a) (b)

Figure 4.8: (a) Distribution of the approximated circadian action factoracv(R, G, B) calculated
from the RGB rendering using Equation 4.26 in the field of view as perceived by a person
working at the front desk and (b) resulting relative differences∆acv from the values obtained
from the spectral rendering.

(a) (b)

Figure 4.9: (a) Distribution of the approximated circadian action factoracv(R, G, B) inside
the scene calculated from the RGB rendering using Equation 4.26 and (b) resulting relative
differences∆acv from the values obtained from the spectral rendering.

Evaluating Equation 4.27 for the irradiance color values of each pixel obtained from the RGB
rendering with the option “-i” yields an approximation for the photosynthesis activity SY at
the particular pixel, i.e., the position in the scene. Figure 4.10 shows the RGB approximation
for SY (left) opposed to the relative differences in percent between the correct results from the
spectral rendering (Figure 4.6) and the RGB approximation, calculated as

∆SY = 100 · SY (R, G, B) − SY (σ)

SY (σ)
. (4.29)

Again, the analytical results forSY (R, G, B) and∆SY for the three light sources exactly cor-
respond to the values in Table 4.1.

One idea to improve the performance of the approximations is to consider all spectra only on
the constrained domain where the action spectra are non-zero. For example the values of the
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4 Estimating Melatonin Suppression and Photosynthesis Activity

(a) (b)

Figure 4.10: (a) Distribution of the approximated photosynthesis activitySY (R, G, B) inside
the scene calculated from the RGB rendering using Equation 4.27 and (b) resulting relative
differences∆SY from the values obtained from the spectral rendering.

melatonin suppression function are non-zero in the interval from 380nm to580nm. From Equa-
tions 4.16 to 4.20 an approximation formula foracv(σ) similar to Equations 4.21 and 4.26 can
be derived that shows smaller relative errors when compared to the values given in Table 4.1.
However, we could not use this approach directly within our RGB renderings as some of the
truncated spectra lead to negative RGB input values and the gamut clipping of these RGB triples
yields approximations that are worse than those presented in Figures 4.8 and 4.9. For the photo-
synthesis action spectrum the approach based on the constrained interval from 385nm to 725nm
does not improve the approximation because all three color-matching functions x̄, ȳ, andz̄ are
close to zero outside of this domain.

4.4 Conclusion

We have shown how indices derived from various weighting functions such as the circadian ac-
tion factor or the photosynthesis activity can be calculated within spectrally rendered images.
Based on the CIE color-matching functions we presented approximations to calculate the mea-
suresacv andSY from RGB rendered images. However, as these RGB approximations turned
out to be rough estimations, we propose to use spectral rendering whenever accurate results
are desired. If no spectral rendering engine is available, the methods proposed by Delahunt and
Brainard [DB04] and Ruppertsberg and Bloj [RB08] could be used to perform spectral rendering
using the standard RGB version of the RADIANCE rendering engine.

Acknowledgments

The authors thank Christian Knoflach and Rico Thetmeyer from our cooperation partner Barten-
bach LichtLabor in Aldrans, Austria [Bar], for the office test scene and the associated photo-
metric data. The reviewers’ comments that helped to improve this paper are gratefully acknowl-
edged. Parts of this research were supported by the FIT-IT Programof the BMVIT (Bundesmin-
isterium f̈ur Verkehr, Innovation und Technologie) and the FFG with Grant No. 816009.

74



A CIE 171:2006 Test Cases 4.1 - 4.6:
Results

In the following Tables A.1 to A.6 the results of the point illuminance calculations for the six
CIE experimental test cases that were presented in Section 1.1 are opposed to the CIE refer-
ence values (Tables A.1 to A.6 in [CIE06]). All given illuminance values were calculated with
rtrace from version 3.8 of RADIANCE. For the test cases 4.2 and 4.5 (Sections 1.1.2 and 1.1.5),
which contain disk luminaires, additional computations were performed using our proposed im-
proved subdivision algorithm for circular light sources (see Section 2.1). These results are listed
in the lines entitled “disk sampling”.

The abbreviations for the CIE reference values are as follows:

TE UL is the total error band upper limit,

TE LL is the total error band lower limit,

MB UL is the measurement band upper limit, and

MB LL is the measurement band lower limit.

In the tables, computed values outside the CIE measurement band limits are printed in bold face.
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A CIE 171:2006 Test Cases 4.1 - 4.6: Results

Sensor
Position 1 2 3 4 5 6 7

TE UL 91 107 115 118 116 107 93
MB UL 85 100 108 110 108 100 87

1 RADIANCE 66 77 84 85 83 78 66
MB LL 65 77 83 85 83 77 67
TE LL 59 70 75 77 76 70 61

TE UL 103 124 130 129 129 124 105
MB UL 96 116 122 120 121 116 98

2 RADIANCE 76 89 95 94 95 88 76
MB LL 74 89 94 93 93 89 75
TE LL 67 81 85 84 84 81 68

TE UL 112 132 141 141 141 131 113
MB UL 105 123 132 132 132 122 106

3 RADIANCE 83 96 103 105 102 96 84
MB LL 81 95 101 102 101 94 81
TE LL 73 86 92 92 92 86 74

TE UL 115 133 143 146 143 133 116
MB UL 108 124 133 137 133 124 108

4 RADIANCE 84 97 105 106 104 97 85
MB LL 83 96 103 105 103 96 83
TE LL 75 87 93 96 93 87 76

TE UL 113 132 141 140 141 132 112
MB UL 105 124 131 131 131 123 105

5 RADIANCE 83 96 102 104 102 95 83
MB LL 81 95 101 101 101 95 81
TE LL 74 86 92 92 92 86 73

TE UL 103 124 130 127 130 123 104
MB UL 97 116 121 119 121 115 97

6 RADIANCE 77 89 95 95 97 91 76
MB LL 74 89 93 92 93 89 75
TE LL 68 81 85 83 85 81 68

TE UL 92 108 116 117 115 108 92
MB UL 86 100 108 109 107 100 86

7 RADIANCE 68 78 85 85 84 76 66
MB LL 66 77 83 84 83 77 66
TE LL 60 70 76 76 75 70 60

Table A.1: RADIANCE results for the measurement point illuminances of CIE test case 4.1, gray
wall - CFL lamp, with upper and lower limits as given by the CIE.
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Sensor
Position 1 2 3 4 5 6 7

TE UL 50 68 66 60 66 68 51
MB UL 47 63 62 56 61 63 48
RADIANCE 35 45 45 42 46 46 35

1
disk sampling 36 47 47 44 48 48 37
MB LL 36 49 48 43 47 49 37
TE LL 33 44 43 39 43 44 33

TE UL 65 93 88 77 87 93 67
MB UL 61 87 83 72 81 87 62
RADIANCE 45 61 59 53 60 61 46

2
disk sampling 47 64 62 56 63 65 48
MB LL 47 67 64 55 63 67 48
TE LL 43 61 58 50 57 61 44

TE UL 65 90 87 77 85 90 66
MB UL 61 84 81 72 80 84 62
RADIANCE 45 59 59 54 60 61 46

3
disk sampling 47 62 62 57 63 64 49
MB LL 47 65 62 56 61 65 48
TE LL 42 59 57 50 56 59 43

TE UL 61 79 77 72 77 79 61
MB UL 57 74 72 67 72 73 51
RADIANCE 42 53 54 53 56 56 44

4
disk sampling 44 56 57 56 59 59 47
MB LL 44 57 55 52 55 56 44
TE LL 40 52 50 47 50 51 40

TE UL 66 89 85 75 83 87 64
MB UL 61 83 79 70 78 82 60
RADIANCE 45 59 59 56 63 64 49

5
disk sampling 47 62 63 59 66 68 51
MB LL 47 64 61 54 60 63 46
TE LL 43 58 55 49 54 57 42

TE UL 65 92 85 74 83 89 63
MB UL 61 86 80 69 78 83 59
RADIANCE 45 60 60 55 64 67 49

6
disk sampling 47 64 63 58 68 70 52
MB LL 47 66 61 53 60 64 46
TE LL 43 60 56 48 54 58 41

TE UL 50 66 64 57 62 64 48
MB UL 47 62 60 54 58 60 45
RADIANCE 35 45 46 44 49 49 38

7
disk sampling 36 47 48 46 51 52 40
MB LL 36 48 46 41 45 46 35
TE LL 33 43 42 38 41 42 31

Table A.2: RADIANCE results for the measurement point illuminances of CIE test case 4.2, gray
wall - opal lamp, with upper and lower limits as given by the CIE.
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A CIE 171:2006 Test Cases 4.1 - 4.6: Results

Sensor
Position 1 2 3 4 5 6 7
TE UL 178 279 265 222 265 279 180
MB UL 166 261 248 207 248 261 168

1 RADIANCE 161 241 228 197 233 240 158
MB LL 128 201 191 159 191 201 130
TE LL 116 182 173 145 173 182 118

TE UL 206 312 305 258 308 317 214
MB UL 192 291 285 241 288 296 200

2 RADIANCE 178 252 245 220 254 255 178
MB LL 148 224 219 186 222 228 154
TE LL 135 203 199 169 201 207 140

TE UL 229 353 337 281 342 358 232
MB UL 214 330 315 262 319 334 217

3 RADIANCE 196 287 279 245 287 291 198
MB LL 165 254 242 202 246 257 167
TE LL 149 230 220 183 223 234 152

TE UL 209 310 303 265 311 315 207
MB UL 195 290 283 247 290 294 193

4 RADIANCE 194 282 273 244 282 285 192
MB LL 150 223 218 191 224 227 149
TE LL 136 203 198 173 203 206 135

TE UL 230 358 345 286 344 356 229
MB UL 215 334 322 267 321 332 214

5 RADIANCE 203 296 285 248 289 289 196
MB LL 165 257 248 206 247 256 165
TE LL 150 234 225 187 225 232 150

TE UL 221 329 317 264 312 317 209
MB UL 206 308 296 247 291 296 196

6 RADIANCE 184 264 256 225 253 254 178
MB LL 159 237 228 190 224 228 151
TE LL 144 215 207 173 204 207 137

TE UL 188 289 273 229 274 283 180
MB UL 176 270 255 214 255 264 168

7 RADIANCE 167 249 237 205 240 245 163
MB LL 135 208 196 165 157 204 129
TE LL 123 189 178 150 179 185 117

Table A.3: RADIANCE results for the measurement point illuminances of CIE test case 4.3, gray
wall - SSR luminaire, with upper and lower limits as given by the CIE.
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Sensor
Position 1 2 3 4 5 6 7

TE UL 30 32 39 43 40 33 31
MB UL 28 29 37 40 38 30 29

1 RADIANCE 26 29 35 37 34 29 26
MB LL 22 23 28 31 29 23 22
TE LL 20 21 26 28 26 21 20

TE UL 31 32 39 42 41 33 31
MB UL 28 30 37 39 38 31 29

2 RADIANCE 28 29 36 39 36 30 28
MB LL 22 23 28 30 29 24 23
TE LL 20 21 26 28 27 21 21

TE UL 39 41 51 54 51 40 38
MB UL 36 38 48 51 47 38 35

3 RADIANCE 34 37 45 49 44 37 35
MB LL 28 29 37 39 37 29 27
TE LL 25 27 33 36 33 26 25

TE UL 43 46 57 62 57 46 43
MB UL 40 43 53 57 53 43 40

4 RADIANCE 37 41 50 52 49 41 37
MB LL 31 33 41 44 41 33 31
TE LL 28 30 37 40 37 30 28

TE UL 38 40 51 54 51 41 38
MB UL 35 38 48 51 48 38 36

5 RADIANCE 35 37 44 49 44 37 34
MB LL 27 29 37 39 37 29 28
TE LL 25 26 33 35 34 27 25

TE UL 31 33 41 43 40 33 31
MB UL 29 30 39 40 38 31 29

6 RADIANCE 28 30 37 40 36 30 28
MB LL 23 23 30 31 29 23 23
TE LL 20 21 27 28 26 21 20

TE UL 31 33 42 44 41 33 32
MB UL 29 31 39 41 38 31 30

7 RADIANCE 27 29 35 38 35 29 27
MB LL 22 24 30 32 29 24 23
TE LL 20 21 27 29 26 22 21

Table A.4: RADIANCE results for the measurement point illuminances of CIE test case 4.4,
black wall - CFL lamp, with upper and lower limits as given by the CIE.
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A CIE 171:2006 Test Cases 4.1 - 4.6: Results

Sensor
Position 1 2 3 4 5 6 7

TE UL 32 48 47 42 47 48 33
MB UL 30 44 44 40 44 45 31
RADIANCE 23 33 34 31 34 33 24

1
disk sampling 24 35 36 33 36 35 25
MB LL 23 34 34 31 34 35 24
TE LL 21 31 31 28 31 31 22

TE UL 46 73 70 60 69 74 48
MB UL 43 68 66 56 64 69 44
RADIANCE 33 50 49 43 50 51 33

2
disk sampling 35 53 52 46 53 54 35
MB LL 33 53 51 43 49 53 34
TE LL 30 48 46 39 45 48 31

TE UL 47 71 70 61 69 72 48
MB UL 44 66 65 57 65 67 45
RADIANCE 34 49 49 45 50 50 35

3
disk sampling 35 52 53 48 54 54 37
MB LL 34 51 50 44 50 52 34
TE LL 30 46 45 40 45 47 31

TE UL 43 61 62 56 61 61 43
MB UL 40 57 57 53 57 57 40
RADIANCE 31 43 45 44 47 46 33

4
disk sampling 33 46 48 46 50 49 35
MB LL 31 44 44 40 44 44 31
TE LL 28 40 40 37 40 40 28

TE UL 47 71 68 60 68 70 47
MB UL 44 66 64 56 63 65 43
RADIANCE 33 49 50 46 53 54 37

5
disk sampling 35 52 53 49 57 57 39
MB LL 34 51 49 43 49 50 33
TE LL 31 46 44 39 44 46 30

TE UL 46 72 68 57 66 71 45
MB UL 43 67 63 54 62 66 42
RADIANCE 33 50 49 45 53 55 36

6
disk sampling 35 53 53 48 57 59 39
MB LL 33 52 49 41 47 51 33
TE LL 30 47 44 37 43 46 30

TE UL 32 47 46 40 45 45 31
MB UL 30 44 43 38 42 42 29
RADIANCE 23 33 34 33 37 37 26

7
disk sampling 24 35 36 35 39 39 27
MB LL 23 34 33 29 32 33 23
TE LL 21 30 30 26 29 30 20

Table A.5: RADIANCE results for the measurement point illuminances of CIE test case 4.5,
black wall - opal lamp, with upper and lower limits as given by the CIE.
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Sensor
Position 1 2 3 4 5 6 7
TE UL 146 249 237 197 237 252 149
MB UL 136 232 221 184 221 235 139

1 RADIANCE 135 216 204 175 210 215 132
MB LL 105 179 170 142 170 181 107
TE LL 95 162 155 129 155 164 97

TE UL 172 288 282 236 284 294 179
MB UL 161 269 263 221 265 275 168

2 RADIANCE 151 233 227 202 236 235 151
MB LL 124 207 202 170 204 211 129
TE LL 113 188 184 154 185 192 117

TE UL 195 329 313 258 317 335 196
MB UL 182 307 292 241 296 312 183

3 RADIANCE 170 268 261 228 270 272 172
MB LL 140 237 225 185 228 241 141
TE LL 127 215 204 168 207 218 128

TE UL 178 287 278 242 285 290 176
MB UL 166 268 259 226 266 271 164

4 RADIANCE 171 264 255 227 265 266 169
MB LL 128 206 200 174 205 209 126
TE LL 116 187 181 158 186 190 115

TE UL 196 334 320 262 319 333 196
MB UL 183 312 299 244 298 311 183

5 RADIANCE 178 277 267 231 272 271 170
MB LL 141 240 230 188 230 239 141
TE LL 128 218 209 171 208 217 128

TE UL 186 306 292 242 287 292 175
MB UL 174 286 273 226 268 273 163

6 RADIANCE 157 243 237 207 235 233 151
MB LL 134 220 210 174 206 210 126
TE LL 122 200 191 158 187 191 114

TE UL 155 258 241 202 242 251 146
MB UL 145 241 225 189 226 234 136

7 RADIANCE 139 222 212 182 215 218 135
MB LL 111 186 173 145 174 180 105
TE LL 101 169 157 132 158 164 95

Table A.6: RADIANCE results for the measurement point illuminances of CIE test case 4.6,
black wall - SSR luminaire, with upper and lower limits as given by the CIE.
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B Supplementary Material for the New
BRDF Model

In Section 2.2.2 on page 35 we state that, in the plane of incidence, the maximum ofour new
BRDFfnew(θl, φl; θv, φv) occurs below the mirror direction, whereas the peak of the new BRDF
times the cosine of the polar angle of the reflected directionfnew(θl, φl; θv, φv) · cos θv is found
in the mirror direction.
Let ρs = 1 andθl > 0. In the plane of incidenceφv = φl + π and hence

fnew(θl, φl; θv, φl + π) =

1

παβ
· exp

(

−
(

cos2 φl

α2
+

sin2 φl

β2

) (

sin θv − sin θl

cos θl + cos θv

)2
)

· 2 (1 + cos(θl + θv))

(cos θl + cos θv)4
. (B.1)

Partial differentiation with respect toθv yields

∂fnew(θl, φl; θv, φl + π)

∂θv

∣

∣

∣

∣

∣

θv=θl

=
1

4παβ
· sin θl

cos3 θl
> 0. (B.2)

Thusfnew(θl, φl; θv, φl + π) is still increasing in the mirror directionθv = θl and must have its
maximum below. Using the product rule and applying Equation (2.27) we find that

∂ (fnew(θl, φl; θv, φl + π) · cos θv)

∂θv

∣

∣

∣

∣

∣

θv=θl

=

1

4παβ
· sin θl

cos2 θl
− fnew(θl, φl; θl, φl + π) · sin θl = 0. (B.3)

Thusfnew(θl, φl; θv, φv + π) · cos θv has its maximum in the mirror directionθv = θl.
2

In Equation 2.30 we state that the albedo of our new BRDF meets energy balance, i.e. its
albedo is bounded by 1. Rewriting Equation (2.30) with respect to the samplingPDFdα,β (see
Equations (2.31) and (2.32)) yields

a(~v) =

∫ 2π

0

∫ π/2

0

2

1 + cos θv/ cos θl
· dα,β(θl, φl; θv, φv) cos θl sin θldθldφl. (B.4)

Let ǫ = tan δ andφ, δ as given by Ward’s sampling method (see Equation (2.21)). From the
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spherical coordinates

~v = (sin θv cos φv, sin θv sinφv, cos θv), (B.5)

~h = (ǫ cos φ, ǫ sinφ, 1)/
√

1 + ǫ2, (B.6)

and ~l = (sin θl cos φl, sin θl sin φl, cos θl) = −~v + 2〈~h,~v〉~h (B.7)

we compute

cos θl = − cos θv + 2
ǫ sin θv cos(φ − φv) + cos θv

1 + ǫ2
(B.8)

and thus
cos θl

cos θv
=

1 − ǫ2 + 2ǫ tan θv cos(φ − φv)

1 + ǫ2
. (B.9)

By the transformation law for densities and by substituting Equation (B.9) into Equation (B.4)
we obtain

a(~v) =

∫∫

D

2

1 + (1 + ǫ2)/(1 − ǫ2 + 2ǫ tan θv cos(φ − φv))
dsdt, (B.10)

whereD denotes the valid domain whereθl < π/2 and thus a sample ray is not rejected:

D = {(s, t) ∈ [0, 1)2|1 − ǫ2 + 2ǫ tan θv cos(φ − φv) > 0}. (B.11)

In the general case, i.e. whereǫ is small and at non-grazing angles wheretan θv is not too large,
the albedo approximates 1:

a(~v) ≈
∫∫

[0,1)2

2

1 + 1
dsdt = 1. (B.12)

For grazing angles, letǫ 6= 0 andθv → π/2. Then

2

1 + (1 + ǫ2)/(1 − ǫ2 + 2ǫ tan θv cos(φ − φv))
→ 2 (B.13)

and
D → {(s, t) ∈ [0, 1)2| cos(φ − φv) > 0}. (B.14)

Although in generalφ is not uniformly distributed in(−π, π], the probability that a sample ray
is not rejected

P{cos(φ − φv) > 0} = 1/2 (B.15)

because the distribution ofφ is point symmetric about the origin. Combining Equation (B.10)
with Equations (B.13) to (B.15) yields thata(~v) → 1 if θv → π/2.

2
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H
H

H
H

HH
θv

θl 25◦ 35◦ 45◦ 55◦ 65◦ 75◦

0.0◦ 0.001348 0.001348 0.001348 0.001348 0.001348 0.001348
2.5◦ 0.001348 0.001348 0.001348 0.001348 0.001348 0.001348
5.0◦ 0.001348 0.001348 0.001348 0.001348 0.001348 0.001348
7.5◦ 0.001348 0.001348 0.001348 0.001348 0.001348 0.001348
10.0◦ 0.001348 0.001348 0.001348 0.001348 0.001348 0.001348
12.5◦ 0.001348 0.001348 0.001348 0.001348 0.001348 0.001348
15.0◦ 0.013480 0.001348 0.001348 0.001348 0.001348 0.001348
17.5◦ 0.107840 0.001348 0.001348 0.001348 0.001348 0.001348
20.0◦ 0.202200 0.001348 0.001348 0.001348 0.001348 0.001348
22.5◦ 0.505500 0.014154 0.001348 0.001348 0.001348 0.001348
25.0◦ 0.808800 0.026960 0.001348 0.001348 0.001348 0.001348
27.5◦ 0.505500 0.114580 0.007414 0.001348 0.001348 0.001348
30.0◦ 0.202200 0.202200 0.013480 0.001348 0.001348 0.001348
32.5◦ 0.134800 0.572900 0.040440 0.001348 0.001348 0.001348
35.0◦ 0.067400 0.943600 0.067400 0.001348 0.001348 0.001348
37.5◦ 0.040440 0.606600 0.148280 0.007414 0.001348 0.001348
40.0◦ 0.013480 0.269600 0.229160 0.013480 0.001348 0.001348
42.5◦ 0.007414 0.148280 0.721180 0.040440 0.001348 0.001348
45.0◦ 0.001348 0.026960 1.213200 0.067400 0.001348 0.001348
47.5◦ 0.001348 0.014154 0.808800 0.202200 0.007414 0.001348
50.0◦ 0.001348 0.001348 0.404400 0.337000 0.013480 0.001348
52.5◦ 0.001348 0.001348 0.235900 1.179500 0.040440 0.001348
55.0◦ 0.001348 0.001348 0.067400 2.022000 0.067400 0.001348
57.5◦ 0.001348 0.001348 0.040440 1.348000 0.370700 0.007414
60.0◦ 0.001348 0.001348 0.013480 0.674000 0.674000 0.013480
62.5◦ 0.001348 0.001348 0.007414 0.370700 2.493800 0.074140
65.0◦ 0.001348 0.001348 0.001348 0.067400 4.313600 0.134800
67.5◦ 0.001348 0.001348 0.001348 0.040440 2.898200 0.808800
70.0◦ 0.001348 0.001348 0.001348 0.013480 1.482800 1.482800
72.5◦ 0.001348 0.001348 0.001348 0.007414 0.842500 6.335600
75.0◦ 0.001348 0.001348 0.001348 0.001348 0.202200 11.18840
77.5◦ 0.001348 0.001348 0.001348 0.001348 0.134800 6.335600
80.0◦ 0.001348 0.001348 0.001348 0.001348 0.067400 1.482800
82.5◦ 0.001348 0.001348 0.001348 0.001348 0.001348 0.808800
85.0◦ 0.001348 0.001348 0.001348 0.001348 0.001348 0.134800
87.5◦ 0.001348 0.001348 0.001348 0.001348 0.001348 0.074140
90.0◦ 0.001348 0.001348 0.001348 0.001348 0.001348 0.013480

Table B.1: Reflection data for an isotropic red linoleum floor measured by Bartenbach LichtLa-
bor; total reflectionρ under CIE standard illuminant A: 17.5%.
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[Dür06] DÜR A.: An Improved Normalization for the Ward Reflectance Model.Journal of
Graphics Tools 11, 1 (2006), 51–59.

[Fot97] FOTIOS S. A.: The perception of light sources of different colour properties. PhD
thesis, UMIST, Manchester, 1997.
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[SS03] SCHANDA J., ŚANDOR N.: Colour Rendering, Past – Present – Future. InInter-
national Lighting and Colour Conf., Cape Town(Nov. 2003).
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