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Overview

The present thesis is basically arranged in four chapters that aeglpaby a short introduction.
All research work was done in collaboration with my supervisor Arfie. D

In Chapter 1 the physically based render@apRANCE is validated against selected test scenes
from the CIE 171:2006 publicatiofest Cases to Assess the Accuracy of Lighting Computer Pro-
grams[CIEO6]. We use the six experimental test cases and three scenes waiiyticai refer-
ences and show that¥®IANCE yields highly accurate results if appropriate parameter settings
are selected. The only weakness that was discovered occurredsceasts containing circular
luminaires where the simulated mean room illuminance was below the CIE lower limiteThe
sults of this validation were presented at ik InternationalRADIANCE WorkshodGMDO0S8].

Chapter 2 analyzes computational methods that are implementexbilnRCE and proposes
modifications that improve the accurracy of the calculations. Based on thedgfrom Chap-
ter 1 the adaptive source subdivision algorithm implementediiniRNCE is investigated in the
first section. Here we present an improved subdivision algorithm foular light sources that
avoids ray aiming failures and thus increases the accuracy in the direct iitiomicalculation.
Together with the validation of RbIANCE this method was presented at fi International
RADIANCE Workshop[GMDO8]. In the second part we analyze the WardrBRDF and its
sampling, and survey the problematic behaviour at grazing angles.pbreting the criticism
by Neumann et al. [NNSK99] we propose a modification that preserveshdiiz reciprocity,
is computationally cheap to evaluate, admits efficient importance sampling, anedpio be
better suited for fitting measured BRDF data of a linoleum floor used in a redd¢hbuilding.

We plan to present this work at a computer graphics conference oeriegd

Chapter 3 discusses color rendering with local or global illumination. Wpge® an im-
proved color rendering index (CRI) that brings the standard CIE QRibulate and is better
qualified to predict human color perception especially for LED light saurbrethe second part
we describe how RDIANCE is extended from RGB to a discrete spectrum using 81 wavelengths
and how this spectral renderer can be used to predict the CRI andrtikeéated color tempera-
ture in globally illuminated scenes. These results were presented at tleeerosdHuman Vision
and Electronic Imaging XIMJGMDO09a] and have been published in the artiClglor-rendering
indices in global illumination methods the Journal of Electronic ImaginflGMDO9b].

In Chapter 4 we use the spectral extension @bRNCE for evaluations by two action spectra
other than the luminous efficiency function — the circadian action functiocrithrsg the mela-
tonin suppression and the photosynthesis action spectrum. We display é@artsponding
indices can be estimated in real-world scenes and show that inaccurdaniesioed by RGB
approximations are significant. This work will be presented abtheEuropean Conference on
Colour, Imaging, and Vision CGIV 201#&nd appear in the articléstimating Melatonin Sup-
pression and Photosynthesis Activity in Real-World Scenes from Compererdded Imageis
the conference proceedings [GMD10].
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Introduction

Global illumination methods are commonly used tools in computer graphics to obtatioreh
alistic images. Moreover it is important to have realistic and physically cosisutlations for
many applications. For example prototyping as well as architectural desiprstrial design
and lighting engineering are fields where photorealistic rendering anodnnattically correct
computations are needed.

Lighting simulation starts with a so called local illumination model taking into accougt on
surface characteristics and direct lighting. In contrast it is not onlyctbat also indirect illu-
mination that occurs in real-world scenes. Global illumination methods, hoywewesider all
objects in the scene as potential sources of lighting in order to simulate thtseaffénterreflec-
tion. The aim of a global illumination algorithm is to solve tlemdering equationhat describes
the steady-state distribution of light energy in a scene and was first faedlig Kajiya [Kaj86]
as

Do) = Lela) + [ Lila,2)fr (o9, 2) cosbd
where

reR? isa point on a surface in the scene,

y,z € R® are directions,

L(z,y) Iis the total outgoing radiance from poininto directiony,

L.(x,y) isthe emitted radiance from pointinto directiony,

Li(z,z) istheincident radiance at pointfrom directionz,

f-(z,y,z) isthe bidirectional reflectance distribution function specifying the amount of
radiance incident at point from directionz that is reflected into directiog,

0, isthe angle betweenand the surface normal in,

w, =sinf,df,d¢, is the differential solid angle at directian and

Q, isthe hemisphere around the surface normal.in

The rendering equation is a Fredholm integral equation of the secondakithaccan thus be
solved by a Neumann series. Background information on the Neumana saride found in
most books on functional analysis (e.g. [Heu92, Wer95]).

In computer graphics basically two approaches are used to approximadetingann series
solution of the rendering equation. Thadiosity methodSP94] is based on the assumption
that all surfaces in the scene are perfectly diffuse. This method calsulsealistribution of
light energy by evaluating the form factors between the single surfd@esnable simulations
of scenes containing not only diffuse surfaces or with participating mediansions to the
radiosity method such as a bidirectional solution are needed.
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On the other handay tracing method$§Gla89, DBB03] send virtual light rays from the light
sources into the scene, where they are reflected and eventually hit the pieage (forward
ray tracing, see Figure 0.1(a)). Because this procedure is onlytieéfécmost rays really hit
the receiver and do not leave the scene somewhere else, forwatdhcayg is mainly used
for simulations of optical systems and lenses. However, in simulations ofvaéd- scenes
such as the interior lighting of buildings, most rays would miss the image plankimgsn a
computationally demanding procedure. For these cases pixel-driveatkwhrd ray tracing is
better qualified, because here the sample rays are sent from the vievitpourgh the pixel in
the image plane into the scene (see Figure 0.1(b)).

(@) (b)

Figure 0.1: Basic idea of (a) forward ray tracing and (b) backwaydreing.

In the physically-based rendering softwaradRANCE [WS98] that has been developed by
Greg Ward since 1985, backward ray tracing is implementedDIRNCE is widely used in
lighting design and architectural illumination planning for simulations of luminamekilu-
minance distributions. Especially for daylight simulations and daylight facmutations this
rendering tool is frequently used and was validated in [Gry89, Mar99P05, RB06, GMDO083].

The aim of the present thesis is to investigate the mathematical methods and algtwahms
are implemented in RDIANCE and to propose modifications and extensions that make this
powerful software toolkit more accurate and even more powerful. \Wpgse an improved al-
gorithm for the adaptive subdivision of circular light sources that isl asesampling scheme for
the Monte Carlo integration of flat area light sources. Based on investigaiinthe energy bal-
ance of the Ward-Dr BRDF [Dur06] a modified BRDF is presented that meets energy balance
and is suitable for importance sampling. Finally, we propose to extemdARICE from RGB to
a discrete spectrum for reasons of accuracy and applicability of afigatelective calculations.
We exemplify this by calculating the color-rendering index, the correlatéal temperature,
the circadian action factor, and the photosynthesis activity from competergted images of
real-world scenes rendered witthBRIANCE.



1 Validation of RADIANCE Against CIE
171:2006 Test Cases

Drum prife, wer sich ewig
bindet ...

(Friedrich von Schiller,
1759-1805)

In 2006 the technical committee 3-33 of the International Commission in Illlumina@oB) (
proposed “test cases to assess the accuracy of lighting computeapisign their publication
CIE 171:2006 [CIEO6]. The goal of the committee was to find test casedéhatusers to
compare different simulation programs in terms of various aspects of lighagation.

The set of proposed scenes consists of both experimental test ndgestacases with analyti-
cal references. The former are based on the experimental profcCBSE TM 28/00 by Slater
and Graves [SG02] and describe real-world test scenes. For tstsases the reference data
presented in [CIEQ6] were measured following given recommendations tminéithe possible
ambiguities. For the second part of the test cases the analytical redengrce calculated based
on the underlying physical laws. Thereby single aspects of the lighbgedjpn can be isolated
and uncertainties in the reference values eliminated. The acceptanceefiitetest cases can
be seen by published validations of well-known lighting software such d8A{®au07] and
the Velux Daylight Visualizer 2 [LJJO09].

To assess the accuracy of simulations withDRANCE we use all six proposed experimental
test cases and select three test cases with analytical referencesahattd various aspects of
diffuse reflections. We consider them important because for examplehiteutural lighting
design most surfaces are modeled with diffuse materials.

Unless otherwise notedADIANCE in its version 3.8 is used for the simulations described in
this chapter. A bug was corrected source.cwhere we changed a function call fromtens()
to bright() (for details on the difference between these two functions see Chapt&oByw-
ing our recommendation this was also changed in the later versionamfARCE (see CVS
on [Rad10]).

We perform the illuminance calculations for the test scenes uskmANCE’s rtrace pro-
gram that is designed to compute (ir)radiances at single points. Wittréoe call

echo p p, p- d, d, d. | rtrace -I [optional parameters settings] octr¢e
rcalc -e '$1=47.4*$1+120*$2+11.6*$3’

the illuminance (optionl) at a measurement poit., p,, p.) With measurement surface nor-
mal direction(d,, d,, d) is calculated in the scene that is specified bydbtee The call to
rcalc at the end is used to transform from the radiometric unit irradiance to thermpletric unit
illuminance. In the different test scenes we specify additional parantetacsount for varying
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requirements due to geometry or materials and explain them where they &ecothrer infor-
mation on the modeling of geometry and materials as well as parameter settings famt
in [WS98].

All given rendering times were measured using a 3GHz Intel Core2 D40E®&ith 4GB RAM.

1.1 Proposed Experimental Test Cases

In Chapter 4 of [CIE06] the CIE proposes test cases with referealces that were obtained
from experimental measurements. Figure 1.1 shows the set-up of thedesthat is 6.78m

long, 6.72m wide, and has a ceiling height of 3.24m. Inside the room fguiady spaced

luminaires are mounted at a height of 3.14m in case of point light sourcgscéises 4.1 and
4.4) or at 3.20m in case of area light sources (test cases 4.2, 4.3nd.34.6). llluminance

measurements are performed at 49 regularly spaced points as indicatgdlirifat a height of

0.8m above the floor.

6.78 m ‘

111 2 3 4 5 6 7 | Sensor

1.68m

A Qe O |- ----| Light source

6.72m
3.36 m
N

7
Position

| Door ‘ ‘ |
I i i |

1.695m 3.39m 1.695m

1.68m

Figure 1.1: Set-up of CIE experimental test cases 4.1 to 4.6, with four lglhrces and 49
regularly spaced sensor positions.

The surface materials of the ceiling and the walls are spectrally neutraldaredtt the low
reflectance of the floor, the related error source is likely negligible withersto the illumi-
nance measurements” [CIE06]. Thus we also model the floor as beiogajyeneutral. In
our RADIANCE simulations we model the different surfaces perfectly diffuse, i.e. wepmsst-
ularity and roughness both equal to zero because no BRDF measurareatgilable. For
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the light sources measured luminous intensity distributions are given in CIBEHE format in

the appendix of [CIEO6]. In RDIANCE such tabulated intensity distributions are attached to a
light material by using drightdatapattern. Because the CIE does not provide a spectrum for
the luminaires, which are all fluorescent lamps, we use the spectrum datidasd fluorescent
lamp FL11 as specified by the CIE in [CIEO4]

For the RADIANCE simulations withrtrace the following parameters are changed from their
default values:

-dt 0 -ab 6 -ad 3072.

Setting the direct thresholdlt to zero ensures that any direct contribution is accounted for, even
for multiple reflected rays or small parts of a subdivided light source. ritimeber of ambient
bounces is set tab 6to allow sufficient diffuse reflections that contribute to the measured point
illuminance. We also tested higher settings fab, but while the rendering times increased
significantly, the simulated illuminance values did not change. The specifiedemof ambient
divisions-ad determines how many child rays are spawned from a diffusely reflecyedioa
increase the accuracy of the ambient calculation we tripled the defaultfvainel024 to 3072.
Any additional parameter changes for single test scenes are givenpartiwular subsection.

The upper and lower mean room illuminance limits in Tables 1/1 to 1.6 as well as the tota
error band limits and the measurement band limits for the point illuminances thattesented
in Appendix/ A in Tables A.1 to A.6 are taken from [CIEO06]. The mean room illlante
limits are calculated as: £ 2 - 0.063 - m, wherem denotes the measured value. For the point
illuminances the measurement band limits are defined as2 - 0.067 - m, the total error band
limits, which include both measurement and simulation errorsy as2 - 0.105 - m.

1.1.1 Test case 4.1 — Artificial lighting scenario - compact fl uorescent
lamp, gray wall

For test case 4.1 the surface reflectances are specified in [CIEO6RwithD.7 4+ 0.01 for the
white acoustic tiled ceilingR = 0.06 & 0.01 for the dark brown floor, and = 0.41 + 0.02

for the matte gray walls. In the AIANCE simulations we model these surfacespéastic
with constant RGB value§R, R, R) where we do not consider the variations. For the four
bare compact fluorescent lamps (CFLs) with measured total lumen out@®t82tm, 2196Im,
2203Im, and 2182Im no size is specified in [CIE06]. We chose to model th&nmmANCE as
spheres with radii of 5cm using tHgght material with RGB values 0f143.4,119.7,71.4),
(144.3,120.5,71.8), (144.7,120.9,72.1), and (143.4,119.7,71.4), respectively, representing
the FL11 spectrum with the particular lumen output.

The RaDIANCE simulation result for the mean room illuminance in Table 1.1 is inside the
limits given by the CIE. Considering the point illuminances, which can be faufdble A.1 in
Appendix A, only 3 out of 49 values (6.1%) are slightly outside the measurebaad, but all
are inside the specified total error band. The calculation time for all 49 ploiminances was
144 seconds.
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Upper limit 112.0
Simulated mean room illuminance witmARIANCE 88.3
Lower limit 88.0

Table 1.1: RDIANCE result for the mean room illuminance of CIE test case 4.1, gray wall -
CFL lamp, with upper and lower limits as given by the CIE.

1.1.2 Test case 4.2 — Artificial lighting scenario - opal lumi naire, gray wall

In this test case the same surface materials as in test case 4.1 are uptdoexhe reflectance
of the wall which isR = 0.52 &+ 0.02 here. The four opal luminaires with measured total
lumen outputs of 1850Im, 1830Im, 1870Im, and 2110Ilm are disks with a diameted4sh0
Thus we model them in RDIANCE asring with inner radius of zero and outer radius of
0.225m and use thigght material with RGB values 0f10.51,8.78, 5.23), (10.40, 8.68, 5.18),
(10.62,8.87,5.29), and(11.99,10.01, 5.97), respectively, representing the FL11 spectrum with
the particular lumen output.

As this test scene contains large area light sources we modify an addjtemaaheter in the
rtrace call and setds 0.02 Thereby the number of subdivisions of a light source and thus
the number of rays used for sampling increases. However, settfitg even smaller values
leads to aiming failures in this test scene with circular luminaires. In Section 2idvestigate
the sampling algorithm that is used imABIANCE 3.8 and propose an improved subdivision
algorithm for circular light sources.

Upper limit 67.5
Simulated mean room illuminance withaARIANCE 51.5
Simulated mean room illuminance with improved disk subdivision 54.1
Lower limit 53.1

Table 1.2: RDIANCE result for the mean room illuminance of CIE test case 4.2, gray wall -
opal lamp, with upper and lower limits as given by the CIE.

The mean room illuminance calculated witlRANCE is 4.8% below the lower limit given
by the CIE. From the point illuminances, which can be found in Table A.2 inefdjx| A,
32 out of 49 values (65.3%) are outside the measurement band, butwsb\are inside the
specified total error band. However, using the improved subdivisiaritign (see Section 2.1)
the simulated mean room illuminance is inside the error band and the ratio of paimidinces
outside the measurement band is reduced to 24.5% (12 out of 49 valuégk)owVproposed
subdivision algorithm the rendering time increased from 188 to 258 second
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1.1.3 Test case 4.3 — Artificial lighting scenario - semi-spe  cular reflector
luminaire, gray wall

For this test scene the same materials as in test case 4.2 are used. Thpuéoarasea light
sources are semi-specular reflector (SSR) luminaires that have a gjtle &é60cm and mea-
sured total lumen outputs of 4087.7Im, 4174.7Im, 4135.0Im, and 4114.3Im. Agaig tinsn
FL11 spectrum we derive RGB values df19.16,16.00,9.53), (19.57,16.35,9.74),
(19.33,16.14,9.62), and (19.30, 16.12,9.61) for the four light sources. For the same reason
as described in test case 4.2 the parameleis set to 0.02.

Upper limit 254.2
Simulated mean room illuminance withrARIANCE 234.7
Lower limit 199.8

Table 1.3: RDIANCE result for the mean room illuminance of CIE test case 4.3, gray wall -
SSR luminaire, with upper and lower limits as given by the CIE.

The RaDIANCE simulation results for the mean room illuminance as well as all 49 point
illuminances (see Table A.3 in Appendix A) are within the error bands asfigueby the CIE.
The simulation time for this test scene 4.3 was 345 seconds for all 49 meastigiTgs.

1.1.4 Test case 4.4 — Artificial lighting scenario - compact fl uorescent
lamp, black wall

For this test case 4.4 the surface reflectances are specified in [CA#B6R = 0.03 £ 0.01

for the black velvet ceilingR = 0.06 & 0.01 for the dark brown floor, an&® = 0.04 + 0.01

for the matte black walls. In the AbIANCE simulations we model these surfacespéestic
with constant RGB value€R, R, R) where we do not consider the variations. The same four
luminaires as specified for test case 4.1 are used here.

Upper limit 37.5
Simulated mean room illuminance with,ARIANCE 36.0
Lower limit 29.5

Table 1.4: RDIANCE result for the mean room illuminance of CIE test case 4.4, black wall -
CFL lamp, with upper and lower limits as given by the CIE.

The RADIANCE simulation results for the mean room illuminance as well as all 49 point
illuminances (see Table A.4 in Appendix A) are within the error bands asfigueby the CIE.
The simulation time for this test case 4.4 was 143 seconds for all 49 meastoTEs.
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1.1.5 Test case 4.5 — Artificial lighting scenario - opal lumi naire, black
wall

The materials used in this test scene are equal to those specified fostedt4and the circular
opal luminares’ specifications are the same as in test case 4.2. Again wieradly set the
parameterdsto 0.02 to increase the number of subdivisions of the large area lightesourc

Upper limit 51.1
Simulated mean room illuminance withrARIANCE 40.5

Simulated mean room illuminance with improved disk subdivision 43.1
Lower limit 40.1

Table 1.5: RDIANCE result for the mean room illuminance of CIE test case 4.5, black wall -
opal lamp, with upper and lower limits as given by the CIE.

The calculated mean room illuminaces are inside the specified error limits fotHmRa -
DIANCE simulation and the simulation using the improved disk subdivision algorithm (see Sec
tion/2.1). However, with RDIANCE 14 out of 49 point illuminances (28.6%) are below the
measurement band lower limit, whereas with the improved subdivision folairight sources
all values are within the given error band (see Table A.5 in Appendix Ap fBndering times
were 189 seconds withAdIANCE and 255 seconds using our proposed subdivision algorithm.

1.1.6 Test case 4.6 — Artificial lighting scenario - semi-spe  cular reflector
luminaire, black wall

The materials used in this test scene are equal to those specified forstegdt4and the semi-
specular reflector luminares’ specifications are the same as in test casdg@dir3 we addition-

ally set the parametedsto 0.02 to increase the number of subdivisions of the four large area
light sources.

Upper limit 228.5
Simulated mean room illuminance witmRIANCE 212.9
Lower limit 179.5

Table 1.6: RDIANCE result for the mean room illuminance of CIE test case 4.6, black wall -
SSR luminaire, with upper and lower limits as given by the CIE.

The RaDIANCE simulation results for the mean room illuminance as well as all 49 point
iluminances (see Table A.6 in Appendix A) are within the error bands spétifi¢he CIE. The
simulation time for all 49 measurement points was 308 seconds.
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1.2 Proposed Test Cases with Analytical References

In Chapter 5 of [CIEO6] the CIE proposes test cases with analyticadaetes. These analytical
reference values are calculated from theoretical, physical laws, venechisually the basis of
lighting simulation software such asARIANCE. The aim of these test scenes is to isolate certain
aspects of the light propagation and to minimize or even eliminate uncertaintiesreféehence
values. The CIE reference values that are used in Tables 1.7 to 1.tekenseirom [CIE06].

1.2.1 Test case 5.6 — Light reflection over diffuse surfaces

In architectural lighting design the simulation of diffuse reflection is an esdguart. Inter-
reflections inside a room or the reflection of daylight on the exterior gt@re examples for
reflections on surfaces that are usually modeled to be lambertian and tllbayienportant
contribution to global illumination.

The basic set-up of the three scenarios contains a perfectly diffusspautrally neutral
ground plane that receives uniform direct illuminance from a distant light source (agy.
sun). Two measurement planes — one horizontal,Sand one vertical S ;, — are modeled as
perfect absorbers with a reflectance of 0% that are not illuminated difegtilye light source
but only receive indirect illumination from the diffuse reflection on S

The distant light source is modeled imBIANCE using thesource“material” that actually
specifies a solid angle. We specify its direction according to the particwiam gngle of the inci-
dent flux and set its opening anglelta To provide emittance kght modifier defining (R,G,B)
values of(100, 100, 100) is assigned. All surfaces are modeled inRANCE as plastic with
specularity and roughness both equal to zero. The absorbing messurplanes are defined
with (R,G,B) values 0of0, 0, 0), the reflecting surface,Swith (0.8, 0.8, 0.8) for scenario 1, and
with (0.3,0.3, 0.3) for scenarios 2 and 3.

The simulation results are compared to the analytical reference valueshsifigction

which is independent of the illuminandg,, that is received at the reflecting surface Jhis
fraction, whereFE denotes the illuminance at the particular measurement poinfpdadhe
reflectance of § equals the configuration factdf, between the measurement point and the
reflecting surface S

The configuration factof, is defined by the equatioh; = Ms - Fi2, where F; is the
direct illuminance at an elementary receiving surfaSe @epresenting the measurement point)
received from a diffuse area light source, 315 is the luminous emittance ofsSand Fy5 is
the configuration factor betweersdand S. With the following equations 1.2 and 1.3 the
configuration facto;, can be calculated.

To quote from [CIEO6]:
“In the case of an area light source parallel to the receiving surfaeeonfiguration factof o
between the elementary receiving surfadg dnd the area source & given by the following
relation:

1

X
P -
12 = 5 T X2

(1.2)

- arctan < -arctan <

Y Y X
) U o))
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whereX = a/h,Y = b/h, anda, b andh are shown in Fig. 1.2(a).

In the case of an area light source perpendicular to the receiving plaéntonfiguration fac-
tor o between the elementary receiving surfacg dnd the area source, $ given by the
following relation:

1 Y
——— -arctan | —— | |,
whereX = a/h,Y = b/h, anda, b andh are shown in Fig. 1.2(b).”

1
Fiy = o arctan(Y’) — (1.3)

o
ds
(a) parallel (b) perpendicular

Figure 1.2: Configuration factor calculation in case of (a) parallel sagand (b) perpendicular
surfaces.

General information about configuration factors can be found fangiain [LH54] and [BS06].

Scenario 1

Figure 1.3(a) shows the set-up of the first scenario of test case 5e6sdttare reflecting sur-
face S has a side length of 50cm and is centered under the ceiling, which is theatiz
measurement plane S, having a dimension of 4nx 4m. S is modeled as ideally diffuse
surface having a reflectance of 80% and receives uniform direct ilamsmat an incident angle
of 45°. The measurement planes $ (4m wide, 3m high) and Sy, are surrounded by an ad-
ditional perfectly absorbing envelope that avoids direct illumination and legtkage artifacts.
Figure 1.3(b) shows the locations of the equally spaced measurement pofits,@and S_y..

For the RADIANCE calculations withrtrace some parameters need to be changed from their
default values:

-ab 1 -aa 0-ad 100000 -lw O -Ir 1

With -ab 1the number of ambient (i.e. diffuse) reflections is limited to 1 and veighOirradiance
caching is switched off. This is useful here because the total numbay®im this scene with
14 measurement points and only one reflection is fairly small and thus thdatedous faster
and more accurate. Wittad 100000every ray spawns approximately 100k rays to sample the
hemisphere for the calculation of a diffuse reflection. A high numberddris important to
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1.2 Proposed Test Cases with Analytical References

incident flux45 o
/ S .05,.05,05,05 05 05_ 05, 025
\ il LGN H I L M"N 2
(0% reflectance) o N H\f*L £ Tz o
o] F\\ SN v - <
- + N > T
S;_, (0% reflectance) .~ / o |~ ' |
o 4m x 3m ' o [ 4m St—nz
g mqu-ng
o /Bt \gi s,
S; (80% reflectance) 2 AL
" 50cmx 50cm N P
1.75m ) i 1.75m ) s
' 4Am’ 1 <\g
o
(a) set-up (b) measurement points

Figure 1.3: (a) Set-up of CIE test case 5.6, scenario 1, with reflectifigesuS, measurement
planes $_, and S_;,, and indicated incident flux from a distant light source and (b) locations
of measurement points A — N on surfaces sand § ..

ensure that a sufficient number of rays hit the reflecting surface-dkot a large number of
ambient divisions-@ad) is applicable, but due to exponential growth care should be takealfor
settings higher than 1 to avoid enormous rendering times. Because the wfeigtdy is split
between all spawned rays the weight limit needs to be removethty to avoid termination.
Additionally, the maximum number of reflectiodls has to be set to a value greater than zero

\ Points of measurement foy S,
E/(Bu-p®)| A | B | C|[ D] E]|F
CIE 0.246| 0.580| 0.644| 0.556| 0.433| 0.325
RADIANCE 0.250| 0.583| 0.650| 0.565| 0.441| 0.321

| rel.eror (%) | 1.63 | 052 | 093 | 1.62 | 1.85 | -1.23 |

Points of measurement fog S,
E/Buw-p®| G | H | 1 [ J ][ K[ L [M]N
CIE 0.491| 0.639| 0.778| 0.864| 0.864| 0.778| 0.639| 0.491
RADIANCE 0.488| 0.640| 0.774| 0.861| 0.863| 0.780| 0.641| 0.488

| rel.eror (%) | -0.61] 0.16 | -0.51] -0.35] -0.12| 0.26 | 0.31 | -0.61 |

Table 1.7: Results for CIE test case 5.6, scenario 1: Variatidi/@Fs, - p) with p = 0.8 for
S, of 50cmx 50cm.
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1 Validation of RADIANCE Against CIE 171:2006 Test Cases

to switch of Russian roulette that cannot be applied if the limit of a ray’s wesghdro. As all
surfaces are lambertian arabis 1,-Ir 1 is sufficient.

In Table 1.7 the results from th&race calculations with RDIANCE are opposed to the CIE
reference values given in [CIEO6]. Additionally, the relative err@siteen the reference and the
calculated values are depicted. The mean rendering time was approximaiese@dhds per
measurement point. For the first scenareoORNCE with the specified settings fotraceyields
highly accurate results with relative deviations from the analytical refe®mnot higher than
1.85% for all 14 measurement points.

Scenario 2

Figure| 1.4(a) shows the set-up of the second scenario of test cas&tetsquare reflecting
surface $ with a size of 4mx 4m is centered under the ceiling, which is the horizontal mea-
surement plane ;Sy, having the same dimension.,  modeled as ideally diffuse surface
having a reflectance of 30% and receives uniform direct illuminance aadent angle of
35°. The measurement planeg_$ (4m wide, 2.5m high) and;S;, are surrounded by an ad-
ditional perfectly absorbing envelope that avoids direct illumination and legikage artifacts.
Figure 1.4(b) shows the locations of the equally spaced measurement pofits,cand S_.
where the lowest point A is excluded to avoid direct illumination from the disantce.

incident fIl:xS/o
n
- / S .05,05,05,05_ 05 05 05, 025
Si_nz ' T
0, ~ -
Orefietiancey 7 NG H ALY K b ML
ﬁsl_v(O% reflectance) / S| Fi X NN e
4mx 25m - o | T B am !
(% o | - = S17hz
/ o [ 70 o
) ol _a- -
) o
S, (30% reflectance) Rl = B~ S,
= L 4mx 4m |
' 4m Y
S .
(a) set-up (b) measurement points

Figure 1.4: (a) Set-up of CIE test case 5.6, scenario 2, with reflectifigeeuS, measurement
planes $_, and S _;., and indicated incident flux from a distant light source and (b) locations
of measurement points B — N on surfaces.Sand S_y,.

To ensure high accuracy some parameters need to be changed froakefaeit values for
the RADIANCE calculations withrtrace. Thus we set them in the same way as described for
scenario 1.

In Table[ 1.8 the results from theerace calculations with RDIANCE are opposed to the
CIE reference values given in [CIEQ6]. Additionally, the relative esroetween the reference
and the calculated values are depicted. The mean rendering time wasiaedx 0.09 sec-
onds per measurement point. For the second scenanmARCE with the specified settings
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1.2 Proposed Test Cases with Analytical References

Points of measurement foy S,
E/(Bu-p)®)|A] B | C | D | E | F
CIE — | 35.901| 27.992| 21.639| 16.716| 12.967
RADIANCE — | 35.911| 27.937| 21.592| 16.744| 12.979
| rel.error(%) | -] 003 | 020 | -022 | 017 | 0.09 |

\ Points of measurement fog S,
E/Buw-p®| G | H | 1 [ J ][ K[ L[M]N
CIE 26.80| 30.94| 33.98| 35.57| 35.57| 33.98| 30.94| 26.80
RADIANCE 26.80| 30.95| 33.96| 35.56| 35.57| 33.96| 30.92| 26.80

| rel.error (%) | 0.00 | 0.03 | -0.06| -0.03| 0.00 | -0.06 | -0.06 | 0.00 |

Table 1.8: Results for CIE test case 5.6, scenario 2: Variatidt/@f, - p) with p = 0.3 for
S, of 4m x 4m.

for rtrace yields highly accurate results with relative deviations from the analyticalteates
smaller than 0.25% for all 13 measurement points.

Scenario 3

Figure 1.5 shows the set-up of the third scenario of test case 5.6. Theesgfiecting surface
S, has a side length of 500m and is located outside of the “building” to représemxterior
ground. Itis modeled as ideally diffuse surface having a reflectar@@éfand receives uniform
direct illuminance at an incident angle 43°.

incident flux45

s

1 —hz
(0% reflectance) .~

Si—v (0% reflectance)
o 4m x 3m

3m

W

S, (30% reflectance)
" 500mx 500m

\ ) 4m |

Figure 1.5: Set-up of CIE test case 5.6, scenario 3, with reflectingceu8a measurement
planes $_, and S_y,, and indicated incident flux from a distant light source.
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1 Validation of RADIANCE Against CIE 171:2006 Test Cases

The horizontal measurement plang_ & (4m x 4m) and the vertical measurement plane.S
(4m wide, 3m high) are surrounded by an additional perfectly absprainelope that avoids
direct illumination and light leakage artifacts. The measurement points aedlyegpaced on
Si_v and S_;. and are located at the same positions as in scenario 1 (see Fig. 1.3¢t})e Fo
same reasons as described for scenarios 1 and 2 we changetsmma@arameters from their
default values to the settings as specified in scenario 1.

Points of measurement foy S,
E/(Bu-p®)| A | B | ¢ | D | E | F
CIE 3.080| 9.097 | 14.718| 19.767| 24.161| 27.896
RADIANCE 3.004 | 9.107 | 14.760| 19.719| 24.172| 27.956

| rel.eror (%) | -2.47] 011 | 029 | -0.24 | 0.05 | 0.22 |

\ Points of measurement for S,,
E/Bu-p®| 6 [ H [ 1 | 3] kK[ L[ M]N
CIE 10.95| 13.26| 16.21| 20.00| 24.80| 30.77| 37.87| 45.84
RADIANCE 10.94| 13.26| 16.20| 20.00| 24.80| 30.78| 37.86| 45.83

| rel.error (%) | -0.09| 0.00 | -0.06| 0.00 | 0.00 | 0.03 | -0.03] -0.02 |

Table 1.9: Results for CIE test case 5.6, scenario 3: Variatidh/@f, - p) with p = 0.3 for
S, of 500m x 500m.

In Table/ 1.9 the results from therace calculations with RDIANCE are opposed to the
CIE reference values given in [CIEQ6]. Additionally, the relative esroetween the reference
and the calculated values are depicted. The mean rendering time wasiaedx 0.08 sec-
onds per measurement point. For the third scenanoIRNCE with the specified settings for
rtrace yields highly accurate results with relative deviations from the analyticareates not
greater than 2.5% for any of the 14 measurement points.

1.2.2 Test case 5.7 — Diffuse reflection with internal obstru ctions

With this test case the capability of a lighting simulation program to correctly atdou ob-
structions in the calculation of diffusely reflected light is assessed. This igrieni because
shading elements such as furniture or exterior objects that obstructiafkefrom the ground
appear in most simulated scenes.

The scene consists of a vertical plang(8m x 3m) that is perfectly diffuse and spectrally
neutral with a reflectance of 60%., $eceives uniform direct illuminance from a distant light
source (e.g. the sun) at an incident angles@f. Two measurement planes — one horizontal
Si_1nz (2.5mx 4m) and one vertical S ; (4m x 3m) — are modeled as perfect absorbers with a
reflectance of 0%. Both are not directly illuminated by the light source bytreceive indirect
illumination from the diffuse reflection onsSS;_;, and §_, are surrounded by an absorbing

14



1.2 Proposed Test Cases with Analytical References

envelope that avoids direct illumination and light leakage artifacts. Betweereftecting sur-
face S and the measurement planes a vertical obstructionx4tm, 0.2m thick) is positioned
that introduces some shading on_§, and S_,. Figure 1.6(a) shows the set-up of the scene
and Figure 1.6(b) gives the positions of the measurement points thatwakyespaced on the
surfaces & 1, and S_,. The RADIANCE modeling is done similarly as for test case 5.6 with
the only difference that the color of, % set t0(0.6, 0.6, 0.6).

Again the simulation results are compared to the analytical reference valngstiie config-
uration factor

E/(E. - p), (1.4)

whereF is the illuminance at the particular measurement pdiitis the received illuminance
at the reflecting surface,Sandp is the reflectance ofsSwhich is 0.6 in this test case.

s

Lo
[ ] N
ol
s Sy o =2 S..
/| (60% reflectance) (0% reflectance o TfA
g BT
5 :
™ T —+C--
p 0.2 | &
KN = S *:rD~;
s 1—hz R I
ol 25 T \LE\
S (0% reflectance) + . S L
- Si_hz 0 SO ’777‘]:
o N T IR
/ + K3 R o
S 13m 2.5m ‘ o ETE—T——
f am ! g F057 05705 05" "0.25
a) set-u measurement points
t-up b t point:

Figure 1.6: (a) Set-up of CIE test case 5.7 with reflecting surfacen8asurement planes S
and S_y., and indicated incident flux from a distant light source and (b) locatibnseasure-
ment points A — K on surfaces S, and S_y,.

For the same reasons as described in scenario 1 of test case 5.6 \ge shamtrace pa-
rameters from their default values for theRANCE calculations:

-ab 1 -aa 0 -ad 100000 -lw O -Ir 1.

The first results that we obtained from ounRANCE calculations suggested to check the
correctness of the CIE reference values. The authors of [Dalflyfreention that the values in
Table 19 in [CIEQ6] are not correct. However, their presented valeem to be wrong as well.
Therefore we recalculate the configuration factbrg E, - p) using equations 1.2 and 1.3 and
obtain results that differ from the values published by the CIE in Table 1GIEB(J6].

In Tablel 1.10 the results from theARIANCE simulations are opposed to the CIE data and
our recalculated values (“analytical”). Additionally, the relative erragsaleen the simulation
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1 Validation of RADIANCE Against CIE 171:2006 Test Cases

Points of measurement foy S,
E/EB.p)(%)| A | B | ¢ | D | E | F
CIE reference | 20.941| 21.187| 19.946| 17.284| 14.053| 9.751
analytical 16.071| 16.330| 15.399| 13.322| 10.317| 7.079
RADIANCE 16.080| 16.343| 15.395| 13.331| 10.313| 7.071

| rel.error (%) | 0.06 | 0.08 | -0.03 | -0.07 | -0.04 | -0.11|

Points of measurement fog S,
(E/E. %] G | H ] 1 ] 3] K
CIE reference| 4.761 | 5.261| 4.535| 0.000| 0.000
analytical 3.382| 3.629| 3.013| 0.000| 0.000
RADIANCE 3.366 | 3.614 | 3.009| 0.000| 0.000

rel. error (%) | -0.47 | -0.41| -0.13 | 0.00 | 0.00 |

Table 1.10: Results for CIE test case 5.7: Variatiogf E, - p) for the test case with internal
obstruction. In addition to the CIE reference values the recalculatedtmadiyalues are shown.

results and the recalculated analytical values are depicted. The meamimgniime was ap-
proximately 0.12 seconds per measurement point. For this test scen@aBLANRE with the
specified settings fatrace yields highly accurate results with relative deviations from the ana-
Iytical references smaller than 0.5% for all 11 measurement points.

1.2.3 Test case 5.8 — Internal reflected component calculati  on for diffuse
surfaces

With this test case the capability to correctly simulate diffuse interreflectionseiresictbom
is assessed. This is important because internal surfaces such asmadlBngs are usually
modeled to be lambertian and yield an important contribution to global illumination.

The test scene set-up is a cubical-shaped roomx4 mx4 m) where all surfaces are per-
fectly diffuse and spectrally neutral with a reflectapogarying from 0% to 95%. The illumina-
tion comes from an isotropic point light source that is positioned at the cehtke room and
has an output fluxp of 10000Im. In RADIANCE the surfaces are modeled alasticwith RGB
values(p, p, p) and specularity and roughness both equal to zero. Becaasg\RCE does not
provide point light sources, the lamp is simulated as sphere with a radiuspirdeere the R-
DIANCE primitive light with the modifiervoid is assigned to provide diffuse emittance. For the
light source we obtain an RGB value f4151, 14151, 14151) using RADIANCE’s lampcolor
routine.

The simulation results are compared to the analytical references in terms afetege in-
direct illuminancek,, inside the room. Because the room is cubical the average indirect illu-
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1.3 Conclusion

minance at each of the six surfaces is the same. To save computation timetheNRE sim-
ulation is limited to a regular 2& 20 grid of measurement points on one of the surfaces and
E,, is computed as mean of all 400 calculated illuminances. Forttaee calculations some
parameters need to be changed from their default values:

-dt0-aa0.08 -ar0-ab n-Irn -lw 0.

For this test scene — especially for high value$ of setting the direct thresholdlt to zero is
important. Otherwise multiple reflected rays with low weights £ p" for r reflections) fail

at the threshold check in thdirect() function in RADIANCE’s source.cand do not contribute
to the indirect illuminance. With settinglt to zero any contribution is computed and added
to the global illumination. The parametesa and-ar are set to the specified values to limit
the error that might be introduced through the irradiance caching algoribume. to the high
number of reflections that would result in enormous rendering times, imegieaching cannot
be switched off {aa 0) for this test case as it is done in test cases 5.6 and 5.7. The number of
ambient bouncesbis set to the smallest integerproviding p™ < 0.01 to limit the termination

of multiple reflected rays to those that contribute less than 1% of the direct bghtmreally
allow n reflections for each ray, the limilr is set ton and the limit of a ray’s weightlw is set

to zero.

| P [ 0.00| 0.05]0.10] 0.20] 0.30] 0.40| 0.50 | 0.60| 0.70| 0.80] 0.90| 0.95 |

E.,(xX)CIE | 0.00| 548 | 11.6| 26.0| 44.6| 69.4| 104 | 156 | 243 | 417 | 937 | 1979
RADIANCE | 0.00| 5.48 | 11.5| 25.9| 44.5| 69.5| 104 | 156 | 243 | 418 | 943 | 2006

| rel.error (%)] 0.0 [ 0.0 | 09[-0.4]-02[ 01| 00][00] 00/ 02]064] 14 |

n 1 2 2 3 4 6 7 10 13 21 | 44 90
time (sec) | 0.59| 16.5| 16.4| 66.4| 107 | 119 | 121 | 126 | 129 | 133 | 151 | 177

Table 1.11: Results for CIE test case 5.8: Indirect average illuminanciva with average
reflectance.

In Table 1.11 the results from theaARIANCE simulations are opposed to the data presented
by the CIE in Table 20 of [CIEO6]. Additionally, the relative errors betwelee simulation
results and the analytical values, the number of ambient bouabes and the rendering times
are depicted. For reflectances up to 90%DRNCE with the specified settings fotrace yields
highly accurate results with relative deviations from the analytical refe®smaller than 1%
and even fop = 0.95 the accuracy of the simulation is high with an error of only 1.4%.

1.3 Conclusion

In this chapter we assessed the accuracyAfIRNCE using the six experimental test cases and
three scenes with analytical references as proposed by the CIEqIGEnerally, calculations
with RADIANCE yield highly accurate results if appropriate parameter settingstiface are
selected. Considering the test cases with analytical references theerelatiations of our
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1 Validation of RADIANCE Against CIE 171:2006 Test Cases

RADIANCE results from the given reference data is smaller than 2.5% in all scerst.abe 5.8
and especially the scenes with high reflectances show thatARICE delivers highly accurate
results even for scenarios where the ray tracing approach thatépptes the Neumann series
solution of the rendering equation, is slowly convergent.

For the experimental test caseaRANCE performs very well in the scenes with point and
rectangular area light sources (test cases 4.1, 4.3, 4.4, and 4.6gasheshows weaknesses
in the simulation of circular area light sources (test cases 4.2 and 4.5yeféteewe devel-
oped an improved subdivision algorithm for circular light sources thaifgigntly increases the
accuracy of the simulations. We present this subdivision approach inltbeihg Section 2.1.
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2 Improvements in the Accuracy of
Computational Methods in RADIANCE

Divide et imperal!

(Louis XI of France,
1423-1483)

2.1 Sampling of Circular Area Light Sources

In Chapter 1 the CIE experimental test case 4.2 discovers a shortcomRepoANCE in the
modeling of circular light sources. Thus we investigate the adaptive s@utedivision algo-
rithm that is implemented isrcsamp.©f the source code and propose an improved subdivision
method for disk shaped luminaires.

2.1.1 Adaptive Source Subdivision in RADIANCE

Usually, in RADIANCE one single sample ray is traced per light source to compute the direct
lighting contribution at the current position. For large area light sourdssntlay introduce
severe inaccuracies due to partial occlusion or a poor estimation of theaggliel covered by
the luminaire. One approach would be to sample the light source adequatabirigymany
rays that are distributed according to the luminaire’s shape. Howevee g@mpling meth-
ods as described for example by Shirley, Wang, and Zimmerman [SWZ&@panputationally
demanding.

In version 3.8 of RDIANCE a more robust approach called “adaptive source subdivision” is
implemented (see [WS98]). Basically, a large area light source is repeatdsivided into
two parts until the size of each single segment relative to the distance to tlemtcposition
is small enough. In Algorithm 2.1 we briefly describe the main steps that aferped in
RADIANCE when a flat area light source is subdivided. The threshold for the akiterion
(size of longest axis of source distance from source to current positjooan be steered by
the user via the parametats The lower this value is, the more subdivisions and thus sample
rays for each light source are calculated, bounded by the maepss®ART that is defined as
64 = 26 = 2¢ (for a maximum subdivision depth= 6) in source.h Setting-dsto zero switches
this algorithm off and thus allows fast but maybe inaccurate renderings.

The method described in Algorithm 2.1 approximates all flat area light seaceectangles
having the same area as the luminaire. Thus, the partition of every flat ligitesoomprises
solely rectangular subsources. After the subdivision one sample racedtfrom the current
position to each subsource. Additionally, the user is able to steer the degileect jittering
around the center of the subsource with the paramdjeiThe sample positiofs, s2) at the
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2 Improvements in the Accuracy of Computational Methods in RADIANCE

Algorithm 2.1 Adaptive source subdivision for disk area light sources implemente@dg&amp.c
in version 3.8 of RDIANCE.

FLATPART (srcindex si, rayy

approximate disk by a square;
if ([size of longest axis of square distance from source to current position] too large)
then
subdivide source into two parts along the longest axis;
else
write partition structure (i.e., non-divided source) to si;
return;

for each part
do
while ([size of longest axis of par: distance to current part] too large
and maximum number of parts not yet reached)
recursively repeat subdivision for each part;

write partition structure to si;
return;

light source is calculated as

(s1,82) = <c1+dj~(1—2-x)-%,02+dj~(1—2-y)-%2>, (2.1)
where(cq, c2) is the center of the rectangular subsourgeandrs are the side lengths of the
rectangle, and andy are independent random numbers with uniform distribution in the real
interval [0, 1]. Thus, if-dj is set to 0 each sample ray is traced to the center of the particular
subsource, i.e., to the center of the rectangle. With settiftp 1 the sample rays are distributed
over the full rectangular source volume.

This subdivision approach fits well for roughly rectangular light sesydut is problematic
for other shapes such as triangles or disks. Figure 2.1 exemplifies tradassudisk light source
that is overlaid by the sampling square and a possible partition. In the exafripiguoe 2.1
ten sample rays would be sent to the light source. Assumingdhat set to 0, the ray that is
traced to the upper right corner of the rectangle would miss the luminaire vauodhiead to an
“aiming failure for light source” warning.

Generally, if a circular light source is subdivided into 64 subsouragsdnt setting of M\Xs-
PART) and-dj is zero, 4 out of 64 or 6.25% of the sample rays miss the target volume of the lu-
minaire. Because these rays’ contributions are not computed, the calcdigget illumination
at the current position from the light source is too low. Actually, if the fuditamgular volume
is sampled{dj 1), the expected value for the number of rays that miss the disk light sondce a
report an aiming failure is 9.06%.
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2.1 Sampling of Circular Area Light Sources

Figure 2.1: Adaptive source subdivision for circular light sourcedandard RDIANCE. The
circular area light source (stippled) is sampled by using the partition of ffresimating square.

2.1.2 Improved Adaptive Subdivision of Circular Light Source S

Motivated by the imprecise RIANCE results for the experimental CIE test cases 4.2 and 4.5
with disk luminaires (see Sections 1.1.2 and 1.1.5) we look for an improvedvisibd algo-
rithm for circular area light sources. To enable a fairly simple implementatiommANCE we
try to keep the algorithm similar to the existing one and to still keep it adaptivebabie idea
is to triangulate the disk, what is a standard approch in computer graphiggevdr, using an
equilateral triangle to approximate the disk would be even worse than usiggases Thus
we approximate the circular light source by an equilateral hexagon thdiecaplit up into six
equilateral triangles in the first subdivision step (see left image in Figuje Btse triangles
can then be subdivided adaptively into four equilateral triangles haviadalf side length.
Algorithm 2.2 describes the procedure for our improved adaptive gisbmh of circular light
sources, which we call RGPART because of the ring geometry that is used KDRANCE to
model disks.

A main issue for the implementation of our improved algorithm imDRANCE is to find a
clever way of traversing the — maybe differently sized — triangular eleméiitg source parti-
tion. Lee and Samet [LS98] present a triangle labeling method that we fadapir subdivision
algorithm. The basic idea is to use the fact that one sub-triangle is orienteel satte way as
the initial triangle, whereas the other three sub-triangles are reversehjaut.

For our algorithm it is important to know the center points of the single trianghes e for
now without jittering — the sample rays shall be sent. Because under aa tffimzsformation
the center of a triangle remains the transformated triangle’s center, weedannp all calcula-
tions based on a standard isosceles rectangular triangle where the letiggHanys! is 1 (see
Figure 2.2 center and right).

With the affine transformatioa every point in the standard rectangular triangle can be mapped
to the equilateral sampling triangle. Thus, the centaran be computed fromn using

a(z,y) =c+x-u+y-w, (2.2)
i.e., forthe center ¢y =c+m,-u+my-w,
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2 Improvements in the Accuracy of Computational Methods in RADIANCE

Algorithm 2.2 Improved adaptive subdivision for circular light sources.

RINGPART (srcindex si, ray r

approximate disk by an equilateral hexagon;

if ([size of longest axis of hexagon distance from source to current position] too large)
then

subdivide hexagon into 6 equilateral triangles;
else

write partition structure (i.e., non-divided source) to si;
return;

for each triangle
do
while ([size of triangle side length- distance to current part] too large)
and maximum number of parts not yet reached)
recursively subdivide into 4 equilateral triangles;

write partition structure to si;

return ;
Y
=
1 \ (% w (07 1)
2 0 /\ a
A P affine
5 . a l .
4 co m
¢ “ 0=(0,0) L (1,0

Figure 2.2: Hexagonal approximation of a disk light source (left) andatfansformation from
an equilateral to a standard isosceles rectangular triangle and vicdeemsar and right).

wherew = v 4+ u/2 andu andv are the local coordinates of the hexagon that approximates the
disk light source (see Figure 2.2, left).

In the rectangular triangle in Figure 2.2 (right) we can calculate the cenietr pofrom its
rectangular cornes and the length of the lebgas

m:0+é(1,1). (2.3)

If the relative size criterion is met in the algorithm, the equilateral triangle skadubdivided
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2.1 Sampling of Circular Area Light Sources

into four small equilateral triangles. Again we perform the calculations ingb&ngular trian-

gle and receive the four midpoints that can then be mapped to the centeraafrtheponding
equilateral triangle by Equation 2.2. Figure 2.3(a) shows the standaathgedar trianglel(= 1)
partitioned into four rectangular triangles together with their midpaoingsrectangular corners

0;, and legd; (for i = 0,1,2,3). Numbering the rectangular corners counterclockwise leads
to the labeling as proposed by Lee and Samet [LS98] that allows a strdictaversion of the
triangles.

8y

(0,0) o b0

Figure 2.3: Improved adaptive subdivision for circular light sour¢a$subdivision of a stan-
dard isosceles rectangular triangle and (b) possible partition for samptirek-ghaped lumi-
naire.

For each single rectangular sub-triangle the position of the rectangutearopand the length
of the legsl; can be calculated by Equations 2.4 to 2.7. Care has to be taken that the “length
of the center sub-triangle’s I€g is set to a negative value due to the reverse orientation and the
usage ofl in Equation 2.3. Recursively applying Equations 2.4 to 2.7, further sigioins of
the rectangles can easily be computed.

l
oy = O, lo = 5 (24)
l l
= —(1 1 =— 2.5
01 0+ 2( 70)7 1 2 ( )
l l
02:O+§(171), l2:—§ (26)
l l
= —(0.1 I3 = — 2.7

Using Egations 2.3 and 2.2, the midpoint of each equilateral triangle camiyguted and used
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2 Improvements in the Accuracy of Computational Methods in RADIANCE

in the direct illumination calculation to sample the light source. Figure 2.4 exempliiethree
main steps of our improved adaptive subdivision algorithm and Figure)2B@ws a possible
partition for sampling a circular area light source.

Figure 2.4: Main steps of the improved adaptive subdivision algorithm pf@pximate circular
light source by a hexagon, (b) subdivide hexagon into six equilat@aties, and (c) recursively
subdivide triangles into smaller equilateral triangles.

To enable the simulation of soft shadows, jittering, i.e., randomly distributingatingke rays
over the source volume, is necessary. We adapt the sampling appragdsed by Shirley,
Wang, and Zimmerman [SWZ96] for jittering the sample rays for both the nbdigided disk
and the triangles and gain a jittering method that is similar to the one implemetedon R
ANCE 3.8 (see Equatian 2.1).

In case of a not subdivided disk a random sample positipns,) can be calculated as

(s1,82) = (01 +dj-r-r-cos(2my), ca+dj -1 Sin(27ry)) , (2.8)

where(cy, ¢2) is the center and is the radius of the disk light source, andndy are indepen-
dent random numbers with uniform distribution in the real intefval]. Compared to [SWZ96]
we introduce the factadj to keep up the possibility for the user to decide if the sample ray is
sent to the centerdj 0), if it is randomly distributed in a region around the centex(edj < 1),
or if it is randomly distributed over the full source volumej(1).

If the disk light source is subdivided into equilateral triangles we use a jitfdyased on
barycentric coordinates that is similar to the sampling approach for triang[@&AZ96]. In
this case a jittered position= (s1, s2) inside the triangle can be computed as

s=m+dj-y-vVi—z-u+dj-(1—vV1—2x)- w, (2.9)

wherem is the midpoint of the triangley andw are vectors that represent two sides of the
triangle (see Figure 2.2), ancandy are independent random numbers with uniform distribution
in the real interval0, 1]. Again, we introduce the factai; to allow a user-defined degree of
jittering.
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2.1 Sampling of Circular Area Light Sources

To limit the number of subdivisions in our new algorithm we define a macrRx™MRISPART
similar to MAXSPART in source.h(see above). For a maximum subdivision degtive set
MAXTRISPART = 6 - 2l%Z%), i.e., to 96 for the default value af = 6 in version 3.8 of R-
DIANCE. With this settings and switched off jitteringdf 0), all 96 sample rays of a fully sub-
divided disk hit the circular volume of the luminaire. Conversely, if the fultdgonal area is
sampled {dj 1), the expected value for the number of rays that miss the target volume #.3.72
This is a decrease of aiming failures by a factor of 2.43 compared to the D&% standard

approach.

Analytical test scene
The illuminance under a perfectly diffuse emitting disk can be computed as

Bl N (2.10)
CoT r24+h?  w(r2+ h2)’ '
where E [lux] is the illuminance at the measurement poihtocated perpendicular below the
center of the diskk [m] is the distance betweel and the light source, [m] is the radius of the
disk, Lo [cd/n?] is the luminance, an@ [Im] is the total luminous flux of the light source (see

Figure 2.5).

o =5000im /=0

3.55m

h=

P

Figure 2.5: Analytical test scene.

Adopted from the real-world seminar room that we use as test scene ptei3a we define
the disk luminaire with a radius of 0.4 m and at a (room) height of 3.55 m. For thiduminous
flux ® of the circular light source we chose 5000 Im. The analytical solution failthreinance
at pointP can then easily be computed from Equation 2.10 as

B 5000 Im
~ 7(0.42 4 3.552) m?2

In Table 2.1 we compare the calculation results from botibRNCE 3.8 and our improved
subdivision algorithm for the analytical test scene. In both cases weyelsometrace param-
eters from their default values:

= 124.705 lux.
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2 Improvements in the Accuracy of Computational Methods in RADIANCE

-dt 0 -ds 0.02 -dj 0/1

With setting-dt to zero the “selective shadow testing algorithm” intRANCE (see [WS98])

is switched off. Thus every direct contribution is accounted for, eeethfe small parts of the
— due to-ds 0.02- finely subdivided light source. For the value of the paramelieve choose
the two extrema 0 and 1 to show the differences between tracing the sanmple thg centers
of the subsources and distributing the samples over the full source volume.

Algorithm -dj Elux] rel.error (%) exp.error (%) partition remarks
analytical — 124.705 — — — —
0 117.007 -6.17 -6.25 64 aiming failure
RADIANCE 3.8 1 111.184 -10.84 -9.06 64  aiming failure
. 0 124.720 0.01 0.00 96. —
oursubdivision ;1,5 856 -3.09 -3.72 96 aiming failure

Table 2.1: Analytical test scene results and relative errors obtaineddatculations with stan-
dard RaDIANCE 3.8 and with our improved subdivision algorithm opposed to the analytical
value.

The results in Table 2.1 show that our proposed improved subdivisiorithlgofor circular
light sources reduces the relative error in this analytical test scereéby for both parameter
settings fordj. All relative errors match the expected errors well, where we have ikegrind
that for-dj 1 variations are introduced by randomly distributing the samples over the lighteso
area. The results for the CIE experimental test cases 4.2 and 4.5 in/Tabésl 1.5 (mean room
illuminance) as well as Al2 and A.5 (point illuminances) that motivated us to inegstiyard’s
“adaptive source subdivision” algorithm, show similar behaviours. kangple the mean room
illuminances increased from 51.5 lux witmRIANCE 3.8 to 54.1 lux ¢-5.05%) in test case 4.2
(Table 1.2) and from 40.5 lux to 43.1 lux-6.42%) in test case 4.5 (Table 1.5), respectively,
with our proposed subdivision algorithm.

2.1.3 Alternative Solution in RADIANCE 3.9

After some discussions about our proposal for an improved light eaubdivision [War08],
Greg Ward implemented an alternative approach in the current versiori RADANCE (see
CVS on [Rad10]). The basic idea is to map the calculated sample positios,) from the
square to a positiofk], s,) at the disk (see Figure 2.6) using the transformation

(sh, ) = P st 2.11
81782)7 S1 27 52 2 . ( ' )

The benefits of this method are that aiming failures are avoided at all, its impleinanta
straightforward, and it is computationally faster than our triangulation agbr.o
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2.1 Sampling of Circular Area Light Sources

However, using this “mapping squares to disks” approach, variousens arise. First, the
resulting samples are not uniformly distributed over the disk volume. Regiona@l5°, 135°,
225°, and315° as well as near the boundary of the disk are sampled most denselyaslieee
region around the center is undersampled. However, all samples hasartigeweight in the
calculation, which means that they represent the same area. Viewing titieped light source
from a point along its surface normal through the center (i.e., standingijigr the source)
will result in larger viewing angles (and therefore smaller cosines) faaaiiples that yields an
undervaluation of the received illuminance (see Figure 2.6).

1 TR SR SO SO SR SN SIS S 1 H
0.5! 0.5/
+X+X+X+X+X+X+X+X+ +
A 0 ~' 0 . .
-0.5! -0.5!
+X+X+X+X+X+X+X+X+ +
-1 05 0 05 1 -1 05 0 05 1
51 sh

(a) (b)

Figure 2.6: Adaptive subdivision of disk luminaires implemented ADRNCE 3.9: the subdi-
vided square (a) is mapped to the disk (b) using Equation 2.11.

Second, the resulting sample distribution is not rotationally symmetric. As pointeabove,
samples accumulate aroudd®, 135°, 225°, and315° as well as close to the boundary of
the disk. Thus, for light sources with non-symmetric luminous intensity distribsitibe non-
uniform sampling may lead to even larger errors.

Third, the more subdivisions are allowed for a circular light source,rttadler a single parti-
tion region near the boundary gets. For the current setting of 64 for tbeonMAXSPART it is
not that bad, but allowing more subdivisions results in an even worseuetticeen region areas
near the center and those close to the boundary.

The image in Table 2.2 on the right shows an extreme example where the ifiomusam-
pling stated above introduces large errors. The results for this exangptpposed to the ana-
lytical value in Table 2.2 (left). Thetrace parameters were set as stated above for the analytical
test scene andlj was kept at 0. For this example the drawback of the non-uniform samgling o
the “mapping squares to disks” methodA{RANCE 3.9) is dominating and leads to errors that
are nearly twice as high compared to the original approaen(RNCE 3.8).

For Greg Ward the benefits that are mentioned above outweigh the didquebéems, espe-
cially because they hardly arise in real-world scenes [War08]. Thusplemented the method
of “mapping squares to disks” in the current version @iiRANCE (available at/ [Rad10]). We
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Algorithm FE [lux] error (%) partition remarks o
— r=190m
analytical 795.77 — — — $ =5000lm "+

£

(=)

RADIANCE 3.8 769.94  -3.25 641  aiming failure []‘
RADIANCE 3.9 744.81 -6.40 64 — >

our subdivision 796.87 0.14 96 —

Table 2.2: Results for the test scene demonstrating the shortcomings of tpgifignaquares to
disks” approach implemented inARIANCE 3.9.

tested his approach for the CIE experimental test case 4.2 (see Sect®yrahd received satis-
fying results that did not differ significantly from the values obtained withproposed subdi-
vision algorithm.

2.1.4 Conclusion

We presented an improved adaptive subdivision algorithm for circular $igitces. The basic
idea is to approximate a disk shaped luminaire by a hexagon that is adaptibeliyided into
equilateral triangles instead of a square and its rectangular subdividionsa clever way of
traversing the triangluar elements we could use the labeling as proposes98][L

With the proposed subdivision algorithm the relative error in the analytisalsisene was
reduced by~6%. Similarly, the mean room illuminances in the CIE test cases 4.2 and 4.5 were
increased by 5.05% and 6.42%, respectively.
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2.2 A New BRDF Model Based on the WardibBRDF

2.2 A New BRDF Model Based on the Ward-Dir BRDF

A bidirectional reflectance distribution function (BRDF) [NRH] f(6;, ¢;; 0., ¢,,) describes
the reflectance properties of a surface by specifying the amountiahicdincident from direc-
tion (6, ¢;) that is reflected into directiof®,,, ¢,), i.e.,

21 pmw/2
Lo(0y, 60) = /0 /0 Lu(01, 60)f (01, 613 00, 60) cos by sin oy, (2.12)

The main characteristics ofgdnysically plausibl8RDF areHelmholtz reciprocityandenergy
conservationLew94]. Helmholtz reciprocity stands for the symmetry between incident and
reflected directions,

f(917¢l§0va va) = f(eva¢v§ gla ¢l)a (213)

that allows global illumination calculations by backward ray tracing algorithms$dj. Energy
conservation — oenergy balance- means that thalbedq i.e., the total reflected power for a
given direction of incident radiation,

2 /2
a6, 1) = / F (01, 615 00, 0) cos 0, sin 6,d0,dg, (2.14)
0 0

is bounded by 1.

Over the last five decades numerous BRDF models were introducedmBan{BS63] and
Torrance and Sparrow [TS67] presented physically based mict@&iaF models that use the
Gaussian distribution to define the microfacets’ surface normals. The rhgdedrrance and
Sparrow was used in computer graphics by Cook and Torrance [GirlL]ater improved by
He et al. [HTSG91]. However, these models are neither suitable for Marte integration due
to missing efficient importance sampling formulae, nor do they provide angotreflection.
The first empirical and probably most famous model that simulates speetlistions was in-
troduced by Phong [Pho¥75] and later improved by Blinn [BIi77]. Othersptally plausible
BRDFs that model anisotropic reflection and are suitable for Monte Carlgratten were pro-
posed by Schlick [Sch94], Lafortune et al. [LFTG97], Ashikmin and&p [ASOQ], and Kurt
et al. [KSKK10].

As a simplification of the Cook-Torrance model, Ward [War92] presente@rasotropic
BRDF that was later improved by D [Dur06]. The main benefits of this model are that it
is computationally cheap to evaluate, it admits efficient importance sampling foteMoarlo
integration, and it is simple and intuitive to use with only two parameters for &rguand
roughness. Neumann et al. [INNSK99] proposed modifications for thad?tBlinn, and Ward
models by adding correction terms to make them physically plausible.

2.2.1 The Ward-Dur BRDF and its Sampling
In [War92], Ward proposes a BRDF that models anisotropic speculactien by

2 102
s 5. [cos®¢ sin” ¢ 1
0. 6n: 0y, ) — ) —tan?s ) , (2.15
fW( I P ¢ ) raf eXp( an ( a2 + /32 >) 4+/cos 0; cos b, ( )
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2 Improvements in the Accuracy of Computational Methods in RADIANCE

whereéd;, ¢;; 6., ¢, andé, ¢ denote the polar and azimuthal angles of the incident and reflected
directions, and of the halfway vector, respectively (see Figure 2g.riaterial properties are
given by thespecular reflectance; and theroughnessraluesa and 5 that give the standard
deviation of the surface slopes in the perpendicular directicarsdy.

I h X
| 5 '17
e/
| o/
0, !
ot N ) -
- %
o)
z

Figure 2.7: Notation used in this sectiohis the halfway vectorji is the surface normalfj is
the view point direction, andis the light source or sampling direction. All vectors have unit
length.

Based on investigations on the energy balance of Ward’s reflection niigtdDiir06] presents
an improved normalization for the Ward BRDF that we refer to as WaidBRDF:

P (61,0101, 6) = L2 exp (—tan%(ms’?‘z’ﬁm%))- L (216

o? 32 4 cos 0; cos 6,
In RADIANCE the approach to calculate the specular reflected radiance is
/SLI@ fwp (1, 7) dQy + / Li(1) fwp(l,7) A, (2.17)
R
wherev = (6,, ¢, ) is the view direction] = (0, &) is the direction to a light source or a sam-
pling direction, S is the area of the hemisphefe subtended by the light sourceR,is the re-

maining area, and(2; = cos 0; sin #;d#;d¢; is the projected surface element (comparéiflib]).
In the current version of RDIANCE the direct specular component is approximated by

/SLI@ fwp (1, 7) Ay ~ ZLZ 1) S (Lmy» 0) A, (2.18)

wherel?m) are the directions to the light sources in the scene. The correspondictipfis are
diraniso()in aniso.cfor anisotropic reflection andirnorm() in normal.cfor isotropic reflection,
respectively (see [Rad10]).
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2.2 A New BRDF Model Based on the WardibBRDF

The second term in Equation (2.17) describes the indirect specular cemipand is approx-
imated in RADIANCE by

lLLﬂwwmimﬁnzm-mﬁx (2.19)

where the direction* is chosen randomly byard’s sampling methofWar92, WS98] de-
scribed below in Equation (2.21). Becaute > m/2 is possible, samples ¢ R are re-
jected until a valid direction is generated. The corresponding functiensgaussamp()n
aniso.cfor anisotropic reflection andaussamp()n normal.cfor isotropic reflection, respec-
tively (see [Rad10]). Within théBRDF extension to RDIANCE, Westlund et al. [WMW99,
Wes00] improved the approximation of the indirect specular component to

N
n 7o Nps
LMW%WM~N;M%¢ (2.20)

where the directionE(Xn) are chosen according to a tabulated BRDF

In the backward ray tracing process, for a given reflected directien(6,,, ¢,,) the incident
direction! = (0;, ¢;) is determined via the halfway vectbrthat is given by its angles

—log(1 —s) g
d = arctan (\/0032 o702 + sin? ¢/ﬂ2) and ¢ = arctan <a tan(27rt)> ,  (2.21)

wheres andt are independent random numbers uniformly distributefdjn). Note that the
calculation of¢ should be be implemented @ = atan2 (3 sin(27t), « cos(27t)) to allow

¢ € (—m,m. In [War92] thearctan in the formula ford is missing what was noted by
Dur [Dur06] and Walter| [Wal05], but the calculation of the halfway vector is exity im-
plemented in the source code oRRANCE. Dur shows that the distribution of the random
directionl has the probability density function (PDF)

0 y ;eva v
da,ﬂ(el) ¢l; 61)7 ¢U) = piw?l}((gll QZl‘ 91) d:bv)) 7

(2.22)

with

cos §; + cos,)?
w(9l7¢l;9v7¢v> - ( l )

= . 2.2
4 cos b, (1 + cos ) cos b, + sin §; sin 0, cos(d, — ¢;)) (2.23)

Because at non-grazing angles and for small valuesarid 5

da,s(01, @13 00, d0) = fwp (01, G153 00, D)/ ps, (2.24)

no weighting factors are used in the Monte Carlo integration (Equation j2rilRRDIANCE (see
normal.candaniso.cin the source code [Rad10]). However, at grazing angles the differse-
tween the BRDFwp and the sampling PD&, 3 is significant and can clearly be observed (see

Figure 2.8).
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perfectly diffuse T T ---___view frustum
area light source TTeell
view direction— " "---_ 3
H H o / e
reflecting surface view anglé: -

-
-
-
-
-

@)

(b) ©

Figure 2.8: Grazing angle test scene: (a) set-up and renderings wwithlap reflection calcu-
lated by (b) Ward-Dr BRDF and (c) Ward’s sampling method.

Figure 2.8(a) shows the set-up of a test scene where a gray isotrdpiceswith 80% specular
reflection p; = 0.12, p; = 0.48) and roughness of = 0.1 is viewed at a grazing angle of
1°. Using RaDIANCE’s light material for the luminaire the direct illumination is computed
by evaluating the Ward-Or BRDF. The resulting image is shown in Figure 2.8(b). To avoid
inaccuracies within the subdivision algorithm for flat area light sourcesipare Section 2.1.1),
the maximum number of source subdivisions was set to 5§8unce.h Figure 2.8(c) shows the
result if the direct illumination is calculated using Ward’s sampling method, i.e. follpthe
sampling PDF. Therefore the light source needs to be included in the ¢adou&the indirect
specular component inADIANCE which can be done by modeling the luminaire with thew
material. By default a single sample ray that is determined by rejection samplirgtisns
RADIANCE in the indirect specular component calculation (see Equation|(2.19))ecEive a
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2.2 A New BRDF Model Based on the WardibBRDF

smooth image that is comparable to the BRDF result we changed Equationginily to the
approach by Westlund (see Equation (2.20)) to

3L

N
/R Ll fuvn (00 9) a0y = 22 S Ly, (2.25)

n=1

where the directior* is chosen randomly by Ward’s sampling method @hds set to 10000.

In the RADIANCE source code we added a loop around the cafldossamp()n the function
m_normal() in normal.cand thus traced 10000 indirect specular sample rays. The differences
in the reflections at the gray surface can already be observerd ireBigus(b) and 2.8(c), but

are more clearly visualized in the falsecolor images shown in Figure 2.9 etaminance
distributions that result from the two methods are juxtaposed.

(@) (b)

Figure 2.9: Falsecolor images showing the luminance distributions resulting (@ Fig-
ure 2.8(b) (Ward-Dr BRDF) and (b) Figure 2.8(c) (Ward’s sampling method).

In [NNSK99] Neumann et al. criticize that the Ward BRDF is not physicallygille because
at grazing angles the BRDF diverges to infinity and its albedo violates gbafgnce, i.e. it is
greater that 1. Usinghax(cos 6;, cos 6,,) instead ofy/cos 6, cos 6, in Equation|(2.15), Neumann
et al. propose a modification that meets energy balance but still has theoshimg that specular
highlights are too dark, especially for low-lying light sources. We refehi® modification as
Ward-Neumann BRDF.

Because the Ward{D BRDF can be written agwp (i, %) = fw/(l,7)/v/cos b, cos b, the
argumentation concerning energy balance as given in [NNSK99] alsis far the Ward-Dir
BRDF. In Figure 2.12 the albedos of the Ward#IBRDF, the Ward BRDF, the Ward-Neumann
BRDF, our new BRDF, and the PDF of Ward’s sampling method are compared
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2 Improvements in the Accuracy of Computational Methods in RADIANCE

2.2.2 New BRDF

To remove the discrepancy between the calculation of the direct and thedhitlitmination in
RADIANCE, i.e. between evaluating the WardtDBRDF and the sampling by Ward’s method,
and to account for the criticism by Neumann et al. [NNSK99], we proploséollowing modi-
fication of the Ward-Dr BRDF that preserves Helmholtz reciprocity:

fnew(eh ¢l; 91)7 (Z)U) =

Ps e tan2§ cos® ¢ n sin® ¢ 2 (1 + cos b cos 6, + sin 0; sin 8, cos(¢p, — ¢y))
cexp | — ‘
maf P o2 (2 (cos 0 + cos 0, )

(2.26)

In particular

frew(O1, ¢t + 7501, ¢1) = m = fwp (01, g1 + m; 01, ¢1). (2.27)
Staying in line with the Ward BRDF we do not introduce Fresnel factors irpoysosed model.
In [War92], Ward states that geometric attenuation coefficients and tisadiractor usually
counteract anyway. However, if Fresnel effects are explicitly désegher Schlick’'s approxi-
mation [Sch94]
P =p+(1—-p)1—cosh)® (2.28)

or Ward’s approximation that is used ilrARIANCE [Rad10] for purely specular surfaces, i.e.
materials with zero roughness,

P =p+(1—p)(exp(—5.85 - cos ;) — 0.00287989916) (2.29)
can be used.
2 10
15
10 5
5
0 0

0 10 20 30 40 50 60 70
(@) (b)

Figure 2.10: New BRDF (solid lines) and Ward*DBRDF (dashed lines) & = 0°, 35°, and
70° for ps = 1 and (a)a = 8 = 0.1 and (b)a = 5 = 0.2.

The polar plots in Figures 2.10 and 2.11 compare the isotropic BRDFs ofauntodel and
the Ward-0ir model forp; = 1 anda = 3 = 0.1 ora = 8 = 0.2 in the plane of incidence.
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2.2 A New BRDF Model Based on the WardibBRDF

The images in Figure 2.10 present the absolute values of the BRDPs#dl°, 35°, and70°,
whereas the images in Figure 2.11 show the particular reflected radiamées-f0°, 45°, and

85°, multiplied bycos 6,,. From Figures 2.10 and 2.11 one can see that the new BRDF mainly
coincides with the Ward-Or BRDF but is physically valid at grazing angles.

8 2
6 15
a4 1
2 0.5 /
0 - o
o 2 4 6 8 0 05 1 15 2

@) (b)

Figure 2.11: Reflected radiance multiplied &y 6, for new BRDF (solid lines) and Ward-
Dur BRDF (dashed lines) & = 0°, 45°, and85° for p; = 1 and (@)a = # = 0.1 and (b)
a=p3=0.2.

Figures 2.10 and 2.11 predict that, in the plane of incidence, the maximum méthBRDF
fnew(l_: ¥') occurs below the mirror direction, whereas the maximum of the new BRDF times
the cosine of the polar angle of the reflected direcyfgg;,,(f, ) - cos 6, is found in the mirror
direction (the corresponding proofs are given in Appendix B). Tthesspnew BRDF shows the
same behaviour as the WardtDBRDF concerning off-specular peaks that were first described
by Torrance and Sparrow [TS67].

Contrary to the Ward-Dr BRDF our new BRDF model is physically plausible as it meets
energy balance, i.e. the albedo is bounded by 1 (in Appéndix B the prgivies for the critical
case wheré;, — 7/2):

2m pm/2 .
W0, € [0,7/2] : a(fh, &) = / Foew(I.7) cos 0y sin Oydf,ddy < 1. (2.30)
0 0

In Figure| 2.12(a) the albedo functions of the Ward BRDF, the WaiidBRDF, the PDF of
Ward’s sampling method, the Ward-Neumann BRDF, and our new BRDFoanpared in the
isotropic case forn = § = 0.1 andps; = 1. Note that the albedo of the sampling method is
calculated as(v) because in backward ray tracifigs the incident direction anids the sampled
direction. Figure 2.12(b) shows the behaviour of the albedo functiotiseofVard BRDF, the
Ward-Dir BRDF, and our new BRDF at grazing angles. In Figure 2.13 the alheudions of
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Figure 2.12: Albedo functions (a) for various BRDF models and (b) atigg angles for the
Ward BRDF, the Ward-Dr BRDF, and our new BRDF.

our new BRDF in the isotropic cases far= 5 = 0.01, « = 8 = 0.05, « = 8 = 0.1, and
a = = 0.2 are presented. Again we examine the purely specularasel.

1 7ff-fifjfrffff,iiffff,fffff,ffff,ifffff,fffff,ffff,’_fff_iiffjjf}tj”””r’-’»i 777777777777777
8 09}
@
% a=0.01
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a=01
a=02
07 1 1 1 1 1 1 1 1
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incident angle (deg)
Figure 2.13: Albedo functions of our new BRDF for varying values.f 3.

Writing the PDFRd,, g of Ward’s sampling method (see Equation (2.22)) with respect to our new
BRDF yields

new 9 9 ;O’U’ v
00,0130, 0,) = - Sl o) (2.31)

where

2 2
new 97 ;0117 v) = = = . 2.32
Wnew(01, ov) 1 + cos 6,/ cos 0, 14 (7,7 /() ( )
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With our new BRDF, the indirect specular component can be approximgted b

N
/R LZ(Z_S fnew(l_; v) @ ~ % Z Ll(l_ékn))wnew(l_i‘n)a v), (2.33)
n=1

where the weighting factors,,.., are cheap to compute by Equation (2.32).
Finally, rewriting the new BRDF as

Ds 1 (+0,8% (+aH2\\ (+0,0+7)
newea 10y, Oy) = : ——= . + —
Fnew O 91360 00) =205 <(Z+U,ﬁ>2< o? 52 ([ +5,i)
2

shows that the BRDF for the direct specular component

/S ( ) fnew dQl Z Ll fnew ) AQl(m), (235)

is computationally cheap and thus sustains one of the main benefits of the Waetl mo

Grazing Angle Test Scene

(© (d)

Figure 2.14: Grazing Angle Test Scene: (a) rendering with specilectien calculated by new
BRDF, (b) resulting luminance distribution, (c) rendering with speculaecéfin calculated by
Ward’s sampling method using new weighting factors, and (d) resulting luméndistribution.
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2 Improvements in the Accuracy of Computational Methods in RADIANCE

We re-rendered the test scene of Sedtion 2.2.1 (see 2.8(a@ feetthip) using Equa-
tion (2.35) for calculating the direct specular component from the luminaimdetad adight
(Figure 2.14(a)) and using Equation (2.33) for computing the indirecidgecomponent from
the luminaire modeled as glow material (Figure 2.14(c)). In the falsecolor images (Fig-
ures 2.14(b) and 2.14(d)) no differences can be observed. By usininance contour lines
laid over the images (Figure 2.15) it is clearly visualized that the resulting distits are the
same for the new BRDF and the sampling using the new weighting factorsdinglthe new
BRDF and weighting factors in the current version oflRANCE [Rad10] does not change the
rendering times significantly.

@) (b)
Figure 2.15: Luminance distributions laid over renderings for the GrazimgjeATest Scene:
specular reflection calculated (a) by new BRDF and (b) by Ward’s sagpigthod using new
weighting factors.

2.2.3 Fitting the New BRDF

The BRDF of an isotropic red linoleum floor was measured with a gonioteftester for 222
pairs of incident/outgoing directions by our cooperation partner BartdnbechtLabor, Aus-
tria [Bar]. In Appendix B the corresponding data are given. The tatfiectancep of the
isotropic linoleum floor illuminated by the CIE standard illuminant A [CIE04] is ¥4 &nd was
measured by Bartenbach LichtLabor using an integrating sphere.

For the curve fitting we use the same approach as Ngan et al. [NDMO5jy&alefine the
objective function for fitting as

900061300, 60) = (01, 01300,6) = (22 + (01,6130, 0,) ) ) -costr, (2:36)

wherep; = p — ps is the diffuse reflectance, = fyw for the Ward BRDF,fy p for the Ward-
Dur BRDF, orf;,.., for our new BRDF, respectively. The parameter estimation is then perfbrme
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using the MATLAB routinelsgnonlin()that computes, anda such that

222
lg(6r, 1: 00, 00) 13 = > 90" 6”5 009, (7)? — min. (2.37)
k=1
Parameter Error
Ps o T
Ward BRDF fy 0.08508 0.02935 6.8269
Ward-Dir BRDF fwp 0.02605 0.02122 2.8846
new BRDF f,,cw 0.04982 0.03172 0.9241

Table 2.3: Fitting results for the isotropic red linoleum floor (see Appendix B)

incident angle25° incident angle35° incident angle45°
1 1 1.2
0.8 0.8 1
0.8
0.6 0.6
0.6
0.4 0.4
0.4
0.2 0.2
x data x data 0.2 x data
0 —fitted new BRDF 0 —fitted new BRDF| 0 —fitted new BRDF|
0 0.5 1 0 0.5 1 0 0.5 1
(a) (b) (©)
incident angle55° incident angle65° incident angle75°
2 5 12
= data « data « data
—— fitted new BRDF| 4 —fitted new BRDF| 10l ——fitted new BRDF|
1.5
8
3
1 6
2
4
0.5
1 2
0 0 0
0 0.5 1 1.5 2 0 1 2 3 4 5 0 5 10

(d) (e) (®
Figure 2.16: Measured BRDF data for the isotropic red linoleum floor aadrém the new
BRDF model for incident angles frog%° to 75°. Note the varying scales.

In Table 2.3 the results fgr, anda of the three BRDF models are presented together with
the residual error that specifies the computed minimum value in Equation (2.37). Expectedly,
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compared to the Ward{ld BRDF we receive a higher value for the roughnedbat accounts
for the tighter lobes of the new BRDF at grazing angles (see Figure 2lhljurn also the

specularityp; increases and thus corrects the length of the lobe that is shortened bgdberg
«. The decrease of the residual error by a factor of 3 demonstrates gian the measured
BRDF of the isotropic red linoleum floor — the new BRDF is better suited to aqupiede the

measured data. Figures 2.16(a) to 2.16(f) show the measured BRDF gkittaetowith the fits

obtained from the new BRDF for incidence angles fr25fi to 75° every10°.

(a) (b)

Figure 2.17: Test scene containing an isotropic red linoleum spherespBoelar highlights are
calculated (a) by the Ward+D BRDF and (b) by the proposed new BRDF.

Figure 2.17 shows a test scene for comparing the WandBRDF fy p to the new BRDF
frnew- The scene contains an isotropic red linoleum sphere that is modeledomRCE us-
ing theplastic material with the particular parameters from Table 2.3. Because the diffesen
between the highlights in Figures 2.17(a) and 2.17(b) are hardly visiblese-ap of the right
highlight was rendered. Figure 2/18 shows the results obtained from tigirwWard-Qir BRDF
(2.18(a)) and the new BRDF (2.18(b)). The falsecolor image below (€igLL8(c)) gives the
relative brightness differences between the two images with Figure 2.08égi-Dir BRDF)
being the reference. Here the maximal differences are located on #acirmg around the
center of the highlight.

Compared to the Ward{d BRDF our new BRDF yields significantly more expanded specu-
lar highlights and thus up to five times brighter reflections in off-center regiRegarding the
criticism by Ngan et al. [NDMO5] that at grazing angles the Waiig-BRDF produces much
less pronounced highlights than the measured data, the behaviour oiBRI¥E- seems to be
desirable.
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@) (b)

(©

Figure 2.18: Close-up of the right highlights in Figure 2.17: renderings spigtular highlights
calculated (a) by the WardiD BRDF and (b) by the new BRDF, and (c) relative brightness
differences with Ward-Dr BRDF being the reference.

2.2.4 Conclusion

We presented an improved BRDF model based on the WardBRDF [Diir06]. The new
model is physically plausible, i.e., it satisfies Helmholtz reciprocity and meetgyebatance.
For non-flat angles the new BRDF is very close to the Wain-BRDF due to the identical
exponential functions. Ward's sampling method gives an efficient impatsampling formula
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and the evaluation of both the weighting factors for the Monte Carlo integratidithe proposed
BRDF model are computationally cheap. In the rendered test sceneatipaitedion times did

not significantly change when using the new BRDF and weighting factothiéoMonte Carlo

integration.

The new model also improves the ability to approximate a measured BRDF. Foedhe
linoleum floor the fitting residual decreased by a factor of 3 compared té/ghd-Dir BRDF.
Additionally, the higher parameters that were obtained from the fitting yield raxpanded
specular highlights and thus up to five times brighter reflections in off-ceegérns.
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3 Color Rendering Indices in Global
lllumination Methods

Die Farbe ist der Ort, wo unser
Gehirn und das Weltall sich
begegnen.

(Paul Cézanne, 1839-1906)

Abstract. Human perception of material colors depends heavily on the nature of
the light sources that are used for illumination. One and the same objechgs@ ¢
highly different color impressions when lit by a vapor lamp or by dayligtgpee-
tively. On the basis of state-of-the-art colorimetric methods, we presertckern
approach for the calculation of color-rendering indices (CRI), whiehendefined

by the International Commission on lllumination (CIE) to characterize color re-
production properties of illuminants. We update the standard CIE method & thre
main points: first, we use the CIELAB color space; second, we apply aimeeh
Bradford transformation for chromatic adaptation; and finally, we evalcale
differences using the CIEDE2000 total color difference formula. Meee within

a real-world scene, light incident on a measurement surface is compbaelirect

and an indirect part. Neumann and Schanda [Proc. CGIV’'06 Corgdd,aJK, pp.
283-286 (2006)] have shown for the cube model that diffuse inteoteshs can
influence the CRI of a light source. We analyze how colorrenderingésdiary in

a real-world scene with mixed direct and indirect illumination and recommend the
usage of a spectral rendering engine instead of an RGB-basedaefmaeasons

of accuracy of CRI calculations.

3.1 Background

Industrial standards for illumination define the basic conditions for lightirsggahe E.g. at work-
places specified lighting conditions are required, where standardbdoaateristics such as il-
luminance, color temperature or color-rendering indices (CRIs) have todi. In this paper,
we focus on the topic of color rendering indices in two respects. First, ir@dkical context
regarding the calculation method, and second, in a practical context in ¢é@pgplicability of
CRI calculations in scenes with global illumination.

The standard International Commission on lllumination (CIE) method for calcgldtia
color-rendering indeX,, which was approved in 1974, is based on the CT#UN* color space
with the Euclidian distance as the corresponding color difference forrmdate Von Kries
transformation for chromatic adaptation. Since then, different approxynatéform color
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spaces, better color difference formulas, and improved chromatic didapteansformations
have been developed. In Section|3.2, we cite several authors whoopoivirious weaknesses
of the CIE method (e.qg., for white LED sources [BCSS04]) or propoderdifit approaches for
the characterization of light sources. Moreover, we overview varigsnpts toward spectral
rendering from current literature, which range from spectral sr&ations using linear combi-
nations of orthonormal basis functions to N-step algorithms implementing $éwera-channel
calculations in an RGB-based rendering engine.

In Section 3.3, we briefly describe the procedures of the standard Cittochand the CIE
recommendatiorR96,, which was published in 1999 [CIE99]. We present the color-renderin
index CR as a revised approach for the calculation of CRIs, where we use $ttite-art col-
orimetric methods, but procedurewise still proceed in line with the CIE methoeltiree main
improvements of our method affect the underlying color space, wherese€lELAB instead
of CIEU*V*W*, which is also recommended f&96,,, the chromatic adaptation transformation,
where we apply a linearized Bradford transformation instead of the Vaskadjustment, and
the color difference formula, where we evaluate color differencegusie CIEDE2000 color
difference formula instead of the Euclidian norm. To enable comparisonsthotie standard
CIE method and the 1999 CIE proposal, we use both sets of color test sampteMunsell
colors as forR, calculations and eight Macbeth ColorChecker samples plus two skin tones as
recommended foR96,. We present results of our improved calculation method for seven cus-
tomary light sources (fluorescent, power ball, or mercury vapor lammps)tlree LED light
sources.

As shown by Neumann and Schanda [NSO06], diffuse interreflectionsdora can influence
the perceived color-rendering properties. We analyze the variatitred€RI within real-world
scenes with mixed direct and indirect illumination. To make CRI calculationstgessithin a
lighting simulation program, we set up a spectral version of the physicalgdb@nderer R-
DIANCE [War94, WS98] which is presented in Section 3.4. Our approach is lmasdicrete
spectra using 81 values between 380 and 780 nm equally spacedyabaver \We compare
our spectral results to naive RGB renderings and an improved RGB metioch uses spec-
tral prefiltering [WEV02], and obtain differences in relative brightness-10%, CIEDE2000
color differences of-8, and CRI differences of4. As an example of use, we show both the
distribution of the CRI and the correlated color temperature (CCT) in a redtweminar room
calculated from a rendered image.

A preliminary version of this paper was presented at the Human Vision actt&iéc Imag-
ing X1V Conference 2009 [GMD09a]. Because of a bug in the Little CM&M 1.15 [Mar09],
some numerical results in the proceedings are imprecise.

3.2 Related Work

Since CRIs have been introduced in 1974 by the CIE, many authors cutittiemethod in
various points and presented different approaches for the deveibmha new method. In
the sequel, we survey these proposals. The main interests for most iatiesigare the num-
ber and/or the characteristic of the test samples and the used color spatdgewelated color
difference formula. Guo and Houser [GHO4] reevaluate the coloreremgl indices proposed
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by Judd [Jud62], Thornton [Tho74, Tho72], Fotios [Fot97], Xu g8, and Pointer [P0i86].
Seim [Sei85] proposes a method that uses the Seim-Valberg color spaugdaddSV86] to-
gether with 20 color samples of constant lightness and saturation, and veghelwenly dis-
tributed along the color circle. Pointer [Poi86] defines an alternative ibdsed on separate
hue, chroma, and lightness indices, and uses the 18 color samples fravatheth Col-
orChecker [MMD76] chart. Another color-rendering index, which iddpendent of test color
samples, is proposed by Xu [Xu95]. In 1999, the CIE proposed the-cahwering indexk96,,

in the closing remarks of the Technical Committee CIE TC 1-33 [CIE99]. Dhnercittee agreed
to use eight colors from the Macbeth ColorChecker and two skin tonestsat@ples and to
perform all calculations in the CIELAB color space. However, becaifsarious disagree-
ments, such as the choice of reference illuminants or the correlation betekerdifferences
and CRI, no final recommendation was given [Sch97]. Similar to our @gproDavis and
Ohno [DOO05] present an updated CRI based on the standard CIE methetk they replace
the original samples by 15 highly saturated Munsell colors, use the CIELd\& space, in-
troduce a CCT factor to account for changes in correlated color tetuperand calculate the
CRI as root mean square. Schanda[Sch02], Bodrogi [Bod0d]Sandor and Schanda [SS06]
propose to use color appearance models (CAMSs) like CIECAM97s oc€BMD?2 in the cal-
culation of CRIs, because color difference formulas based on sudfisG#ere shown to be
suitable for both small and large color differences by Li et al. [LLCO03].

Recently, two approaches that are even further away from the cla€di€amethod were
presented. Szabo et al. [SZBS07, SBS09] define a new color harfoonula together with
an associated harmony-rendering index. On the basis of a survey widhclusters, Vienot
et al. [VEBMOQ7] recommend the development of color quality grades or tglity indices.
The failure of the CIE method for white LED light sources was also pointeécoguBodrogi
et al. [BCSS04], Schanda [Sch07], and the CIE [CIEQ7]. Herepmthin point of criticism is
that the three peaks in the spectral power distribution of a white LED of th® &ster type
combined with narrowband colorants can cause a wide range of pedcedlor differences,
which are not predictable by a single average number, such as the CRI.

Not solely considering the light source, Neumann and Schanda [NS@6jzanthe effect
of diffuse interreflections on the CRI in a cube model. They show how theleted color
temperature and the CRI vary for different pairs of light sources anti¢atian wall paint colors.
On the basis of given examples for all three possible cases (i.e., that thef @fHght source
increases, decreases, or stays unchanged for different p&ons)cdhey motivate to properly
select both light sources and wall paint colors when a high CRI is desired

Devlin et al. [DCWPO02] describe that rendering techniques based ee-tlimensional color
spaces, such as RGB or XYZ, are not appropriate to be used fdcfwegurposes. Similarly,
Ruppertsberg and Bloj [RBO6] state that renderings in RGB spaceoai@ourate enough for
psychophysical experiments where real physical properties hawe gortulated. In fact, color
computations have to be performed in spectral space and — concertingesalering — it is
only possible to calculate CRIs from spectral power distributions (SPDsjing the past 20
years, various approaches for spectral rendering were publisteedxample, Meyer [Mey88]
presents a method that uses Gaussian quadrature with the opponesenggiion of the fun-
damental spectral sensitivity functions for wavelength selection. Anoth@moach is given
by Peercy [Pee93], where SPDs are represented by vectors ddfieirtoefficients for linear
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combinations of orthonormal basis functions. Bergner et al. [BMDOdppse a method that
also uses a principle component representation, but they derive the biptisrafunctions from
products of lights and reflectances. Our approach for a spectdénieg engine based onaR
DIANCE is similar to the setup by Johnson and Fairchild [JF99] with the differencettibgt
use spectral rendering only in a local illumination context, where intertaftexare not consid-
ered. Both Delahunt and Brainard [DB04] and Ruppertsberg andBR)8] perform spectral
rendering with RDIANCE by combining multiple calls of the standard RGB version with pre-
and postprocessing. They implement monochromatic renderings for eaefenwgth or process
spectral information from three wavelengths using the three channelsiRG®B rendering,
respectively, resulting in an enormous computational overhead. Mergbese approaches are
problematic because several algorithms WDRANCE are steered by its functions intensity and
brightness. The intensity function is defined as the maximum of the three \RJU@sand B,
whereas the brightness is a weighted sum of the RGB values to approximat¢égheé tris-
timulus and thus not valid for arbitrary wavelengths. In scenes with manydigintces, a list
of illuminants is set up based on the brightness function using the “seletiidow testing”
algorithm to approximate the direct illumination from all light sources by a raghmll number

of sources. This list can now contain different light sources for difie wavelengths and thus
result in spectrally varying illumination. ZDIANCE also uses the intensity function to evaluate
the weight of a ray and stops tracing the ray if its weight falls below a givesstiold. Hence,
rays generated by RDIANCE might be stopped earlier for some parts of the spectrum than for
others resulting in truncated SPDs.

An improvement to RGB rendering by using spectral prefiltering is preddmnteNard and
Eydelberg-Vileshin [WEV02]. In their method, the RGB values for the axefreflectances
are calculated from their spectral representations such that the diffesedomponent is exact
when illuminated by the light source. Compared to full-spectral renderiegntin drawback of
this method is that scenes lit by different light sources or with speculdoamdiltiple reflections
are not rendered accurately. However, because this improved RGBadnisthuperior to naive
RGB models, we will use it for additional comparisons to our full-spectriaftems.

3.3 CRI

In 1974, the CIE defined CRIs in order to categorize light sources.sé redices describe
the capability of an illuminant to reproduce colors of different objects coethto a reference
illuminant and thus measure how humans perceive colors under a parlightaource.

3.3.1 Standard CIE Method for Calculating CRIs

CRiIs for a test light source are calculated using 14 Munsell colors tisaaples. These test
samples are illuminated with the test light and with a reference light, which haate GCT,

to obtain the CIEXYZ tristimulus values. The CCT is calculated as closest Réandiator in
the CIE 196Q(u, v) diagram. Both test and referen&&” Z values are mapped to the CIE 1960
(u,v) diagram, where a Von Kries type of adjustment for chromatic adaptation fierpexd.
Finally, the(u, v)-coordinates are transformed into the CIBJW* color space, where the CIE
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1964 color differenced\ E; are calculated. For each of the 14 test samples, the special color-
rendering index is computed d&& = 100 — 4.6 - AE;. The General Color Rendering Index
R, is defined as arithmetic mean of the firs#'s, where the constant 4.6 was chosen such
that theR, for the CIE standard fluorescent lamp FL3.1 [CIEO4] is 51 (see [9S@R3tailed
information and all formulas necessary for the calculation of the stand& @RI can be found,
e.g., in [CIE95] and [Hun95]. In Tables 3.1 and 3.2, we oppose resuitthis standard CIE
method to those from the recent CIE recommendation and our proposeddnetho

3.3.2 The Recent Proposal of the CIE — R96,,

In 1999, the CIE published the closing remarks of the Technical Committeel CIE-33 on
color rendering [CIE99], where proposals for updates of the CRUtation method were given.
Though the committee could not agree on a definite recommendation, a asmserssfound in
the following points.

First, the 14 Munsell color test samples are replaced by eight samplesttiiacbeth
ColorChecker [MMD76] and two skin tones — Caucasian and Orientalorse¢he chromatic
adaptation transformation as introduced by the CIE [CIE94] in 1994 is inséshd of the Von
Kries type of adjustment, and finally, the color differences are evaluatdwi@€IELAB color
space using the Euclidian distance (i.e., &, color difference). The special color rendering
indices R; are then calculated as in the standard CIE metho®&,as- 100 — ¢ - AFE;, and
the general color rendering indé¥6,, is given as an arithmetic mean of all ten special CRIs.
The committee could not agree on whether to determine the constumth that the warm
white fluorescent lamp again has &96, value of 51, or such that the average general CRI
of 107 lamp spectra supplied by national committees or manufacturers reroastamt. \We
decided to choose the latter case as only for this approach valuesifergiven in the closing
remarks [CIE99].

Concerning the reference illuminant, no consensus for a new methodlm®olatained in the
committee. There were two main suggestions: firstly, to use a list of six refefight sources
(D65, D50, and four blackbody lamps P4200, P3450, P2950, and0P2nd to select the one
closest to the test illuminant in the CIELAB space; secondly, to define tkeargfe illuminant
based on the CCT similar to the standard method, but to perform the calculattoesCIELAB
color space. These two suggestions result in CRIs denoté@gc) or R96(T'CC/LAB),
with values for the constartof ¢[R96,(c)] = 3.248 or ¢[R96(TCC/LAB),] = 3.032, respec-
tively. In Tables 3.1 and 3.3, we compare results for this approach to ftmsethe standard
CIE method and our proposed GRl

3.3.3 Alternative Method for Calculating CRIs

A main drawback of the standard CIE method for CRI calculation is that it ischas colorimet-
ric methods that were state of the art in the early 1970s, but are now uratged-or instance,
the CIEU'V*W* color space, which is based on the CIE 1960 uniform color space diagra
together with the Euclidian norm as the corresponding color differenoeula was defined in
1964. The Von Kries type of adjustment, which is used in the CIE method fonwdtic adapta-
tion, goes back to the early 20th century [VKO5]. Therefore, our @gg is to update the CIE
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standard method in three fundamental points: the color space, the chrodaitation, and the
color difference formula.

First, we replace the CIEWYW*W* by the CIE 1976 (Ea*b*) or CIELAB color space, which
was defined by the CIE in 1976 [CIE04]. Compared to the CUNV*, this space is more
nearly uniform and therefore better qualified for the prediction of peedecolor differences.
We prefer the CIELAB over the CIELUV color space, which is the secapgroximately uni-
form color space that was defined by the CIE in 1976, because thedifiéence formula we
are going to use is defined for CIELAB color values.

Second, for chromatic adaptation we apply the Bradford transformatisichvis used in the
CIECAMO97s color appearance model. This transformation is superior t¥dheKries type
of adjustment or other transformations & Z scaling [Lin09]. As the nonlinear correction
in the blue is considered negligible, we use the Bradford transformation in ésrlzed ver-
sion [FS00].

Finally, for evaluating color differences we replace the Euclidian distagtcee CIEDE2000
total color difference formula. This formula corrects the nonuniformity ef GiELAB color
space for small color differences under reference conditions aret@mmended by the CIE
[CIEO4]. Sharma et al. [SWDO05] give implementation details for the CIE[B28nd point
out three independent sources of mathematical discontinuities for thisdandwo of these
discontinuities occur for color samples with hues that are 180 deg apase @IEL_AB space
and hence do not occur within CRI calculations because the CIEDE2@b0yi®valuated for
small color differences. The third source of discontinuity could occertdua hue rollover for
a mean hue at 0/360 deg, but because this discontinuity is extremely shafl &« 107%), itis
negligible for practical purposes.

For the CRIR96,, the CIE proposes to use eight test samples from the Macbeth Colorheck
chart plus two skin tones because physical samples of the original 14eé¥lwolors are not
available anymore [CIE99]. However, for our purpose of calculatiRésCthe spectral reflection
data of the Munsell samples are sufficient and these are available ingCIEScause we want
to compare not only the averaged GRbut also the special rendering indices GRb both the
standard and the updated CIE method, we use both sets of test colonestlis in Table 3.1
show that the choice of test samples does not heavily influence the g&rdgg because of
averaging.

Procedure

The procedure of our improved method is in line with both the standard CIE ohatitbthe CIE
recommendatioi?96, (c). At this point, we refrain from reproducing standard colorimetric for-
mulas, such as color space transformations, that can be found in masscielace books. The
MATLAB program “cri00,” which is available as supplementary materiak(g&M]), contains
all formulas that are used in the calculation of the gRI

First, the CCT is calculated for the given test light sourbg determining the closest Planck-
ian radiator (blackbody) in the CIE 1960, v) diagram (see Fig. 3.1).
Therefore, we compute the temperatiireuch that, in the.w diagram, the distance

AC = \lw = up(T)]2 + [t — v (T))?
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color samples  Munsell (14) Macbeth ColorChecker (10)

Lamp CCT[K] R, CRIly R96,(c) R9I6(TCC/LAB), CRly
FL3.1 2932 51.14 51.00 54.82 58.14 51.00
FL2 4225 64.16 65.68 64.74 66.51 62.78
FL7 6497 90.19 90.14 9041 89.73 88.99
FL11 3999 82.84 82.25 80.02 81.14 81.58
HCI-T 2960 86.95 85.82 84.94 87.64 85.23
HQL-R 3426 56.77 50.90 56.31 60.91 50.68
T5-HO 6499 93.82 94.46  93.87 92.79 93.23
WW LED 3270 70.49 69.97 71.69 73.44 71.07
CWLED 11171 82.75 82.03 34.61 67.03 80.91
LED mix 3112 94.17 96.30 80.46 84.26 95.78

Table 3.1: General CRIs calculated with the standard CIE metR@}l the updated CIE pro-
posals £96,(c) andRI6(TCC/LAB),), and our method (CR4) for ten lamps. The first four
lamps, FL3.1, FL2, FL7, and FL11, are typical fluorescent lamps defigyehe CIE [CIEO4].
The spectral power distributions for the next three, HCI-T (powethatp), HQL-R (mercury
vapor lamp), and T5-HO (fluorescent lamp), as well as for the LEDces MWW LED (warm
white Luxeon LED), CW LED (cold white Luxeon LED), and LED mix (mixed sp@l power
distribution from different colored LEDSs), were obtained from BarsmtbLichtLabor.

0.4

0.1 0.2 0.3 0.4 0.5

Figure 3.1: The Planckian locus (dashed line) with selected temperaturessatin the borders
of the valid domain at a distance of 0.05 in the CIE 1960 UE€S)) diagram.

between the test lightu, v;) and the Planckian locus at temperatiliréu,(7"), v,(7")] is min-
imal. The coordinates, andv of the test light and the blackbody are computed from their

chromaticity coordinatege, y) by

4x 6y
4=————— and v= —- " ——.
-2z 4+ 12y + 3 -2z 412y +3
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Depending on the CCT, the reference light is determined either as thetdhseskian radiator
for temperatures of 5000 K or as the closest CIE D illuminant (daylight) for temperatures of
> 5000 K. The formulas for the SPDs of blackbodies and phases of dafgighiven tempera-
tures can be found in [CIEO4].

The test samples — 14 Munsell colors as in the standard CIE method or eagliekh Col-
orChecker colors plus two skin tones asifi6, — are then illuminated with the test lightnd
the reference light source The CIEXYZ tristimulus values are calculated for the SPDs of
the test light sourc®; yielding (X,Y, Z),, the reference light sourcg, yielding (X,Y, 2),,
and for all test samplesilluminated by both light sources yielding(, Y, Z),; or (X,Y, Z),;,
respectively.

To account for chromatic adaptation, we apply the linearized Bradforasftsemation to
(X,Y, Z):;, where we identify the white points with the current illuminant. The tristimulus
value (X,Y, Z),; of the test samplé illuminated by the test light sourceis thus mapped to
(X,Y, Z);; to account for the chromatic adaptation from white pdiit Y, Z);, i.e., the test
light source, to white pointX,Y, Z),, i.e., the reference illuminant. This linearized Bradford
chromatic adaptation transformation is defined as

Pr/Pt 0 0
(X,Y, Z);; = (XY, Z)1; - M- 0 /v O ML,
0 0 57"/515
with
0.8951 —0.7502  0.0389
M = 0.2664  1.7135 —0.0685
—0.1614  0.0367  1.0296
and

(phfytu ﬁt): (X7 }/7 Z)t : M
(pTafYTv/gT): (X7 Y7 Z)T’ : M7

where (p, v, 3) are the values in the cone response domain that describe the coriegpond
(X,Y, Z) tristimuli.

Both the reference valués(, Y, Z), ; and the adapted test values, Y, Z); ; are then trans-
formed to the CIELAB space using the reference light soyrkeY, 7), as reference white
point. For these valugd.”, a*, b*),.; and(L*, a*, b*); ; the CIEDE2000 color differences

AEjy = AEjy [(L*, a*,b")ri; (L, a*,0%); ] =

AL \? AC \? AH' \? AC! AH'
= + + + Rp
ki S, koSo kgSy koSo kuSy
are calculated.
The lightness differencé\L’, the chroma differencé\C’, the hue differenceAH’, and

the corresponding weighting functiorts,, S, and.Sy as well as the rotation functioR
are computed from the CIELAB values as given by the CIE [CIEO4], orenrdetailed, by
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3.3 CRI

Sharma et al. [SWDO05]. The parametric factéfs k-, andkg, which are used to account for
variations in experimental conditions, are all set to 1.

We calculate our new special CRIs GRand the general color-rendering index GRIisuch
as in the CIE methods as

. . 1 & .
CRIpy =100 —c- AEy,  and  CRlg = — > " CRIjy,
=1

wheren = 8 if the 14 Munsell color samples from the standard CIE method are useds-0r0

if the ten Macbeth ColorChecker samples as recommende@dorare used. Thus, the general
CRly is the arithmetic mean of the first eight special rendering indices if the origatalf test
samples is used, or the arithmetic mean of all ten speciaj QRlues if the new test samples
are used. The constants set to 9.097 if» = 8, or to 6.927 ifn = 10, respectively, to obtain a
CRIyg of 51 for the CIE standard fluorescent lamp FL3.1 in both cases.

Numerical results for our new method are presented in Tables 3.1/to 3.2ble 3.1, gen-
eral CRIs computed with our method are opposed to results from the sia@ttamethod and
the updated CIE proposal for seven customary light sources andtthreg of LED illumi-
nants. The CCT values given were calculated iaTMAB using a minimum search algorithm
(see [GM]) to find the closest Planckian radiator and thus vary slightiy fre values published
in [CIEO4]. The CR{y results in Table 3/1 show that the choice of the set of test samples does
not significantly change the general CRIs. The results for our peapG&Rh, are very similar
to the values of the standard CIE methBd, which seems to be desirable as for the updated
CIE methodsk96,(c) and R96(TCC/LAB), the CIE “calculated the value that would keep
the average of th&, values of these (107 from national committees and lamp manufacturers
obtained) lamps constant.” [CIE99] The Idi96,(c) value of the cold white LED is caused by
using the reference light source D65 with a CC@500 K for a lamp with a CCT of 11,000
K. The distanc\ E,;, in the CIELAB color space between these two lamps B0 compared to
a maximum value of 15 for all other test light sources and their associderdmee illuminants.
Thus, the use oR96,(c) seems to be problematic for test light sources far away from all six
reference sources in the CIELAB space, such as lamps with a high CCT.

i R, CRE, i R, CRIy, ¢ R CRI, i R CRI
1 67.76 7286 5 64.25 66.04

2 80.02 7240 6 6631 6230 >o0 0371 123554 475
3 8515 7943 7 8174 750510 4820 56.15 13 69.54 66.92
4 6326 6432 8 5540 g7.13Ll 4973 5950 14 90.75 85.03

Table 3.2: Special CRIs calculated using the 14 Munsell color samples wigtahdard CIE
method (?;) and our method (CRY}) for the WW LED (warm white Luxeon LED).

In Tables 3.2 and 3.3, the special CRIs for the warm white Luxeon LEpm@sented. Ta-

ble[3.2 contains results for the standard CIE method and our proposed B&Rh using the
standard test sample set of 14 Munsell colors. Table 3.3 shows the witesed from the
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i R96,(c) R9I6(TCC/LAB), CRI, i R96(c) RI6(TCCILAB) CRI,

1 7177 73.39 7413 6 32.26 36.64 48.32
2 7204 73.81 57.08 7  45.88 49.14 70.10
3 69.65 71.75 65.46 8  78.89 79.90 68.54
4 7950 81.11 8464 9  95.05 95.10 82.53
5 75.70 77.52 79.06 10 96.12 96.05 80.89

Table 3.3: Special CRIs calculated using the eight Macbeth ColorChsakegles plus two skin
tones with the methodB96;(c) andR96(7'C'C /L AB); as proposed by the CIE in [CIEQ9], and
our method (CRy,) for the WW LED (warm white Luxeon LED).

updated CIE method&96,(c) and R96(T'CC/LAB),, and our proposed CRJ now using

the test sample set of eight plus two Macbeth ColorChecker samples. Rsohi¢h the ap-
plication of the standard CIE method to LED light sources have been auzsbg/Bodrogi et

al. [BCSS04], Schanda [Sch07], and the CIE [CIEQ7]. In Table tBdifference betweeR;

and CRY,, for test sample 9 illuminated by the warm white LED is remarkable and complies
with the maximum color difference for test sample 9/in [BCSS04]. Moreadiecrepancies
regarding the CIE special color-rendering indexfor LED sources emerged in perceptual tests
at Bartenbach LichtLabar [Kno06]. In these informal tests, probataied that the red test sam-
ple looked similar under the reference and the LED test light source, duiatbulated special
color-rendering indexzg was low.

The supplementary material (see [GM]) contains ativhB program “cri00” for calculat-
ing the proposed color-rendering index @GiR&dnd a demonstration program “cri@@mo” that
computes all special indices GRland the general index CRfor the CIE standard fluorescent
lamps FL3.1, FL2, FL7, and FL11.

3.4 Global lllumination Methods

For different purposes (such as psychophysical tests, lightingaéagy or architectural light-
ing), it is crucial to model real-world scenes as accurately as possit@dicBve renderings in
architectural design should be both photorealistic and physically co#wtn setting up light-
ing concepts, interior designers and lighting engineers must take catendfsds concerning
luminance, illuminance, reflection coefficients, or CRIs. Therefore, it iDmant to be able to
refer to a lighting computer program that provides photometrically coredaeg within render-
ings. As described in Section 3.3, it is only possible to compute CRIs froktrapeata for
reflectances and SPDs, and for this reason a spectral renderediednehen CRI calculations
shall be implemented.

Because the physically based rendering packageIRCE [War94, WS98] is known to be
an accurate rendering engine [UWP05, GMDO08], we decided to sesppdral renderer based
on this open-source lighting simulation tool. Instead of RGB, we use a dispettrum with
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81 values between 380 and 780 nm, equally spaced at every 5 nm, whictely wsed in
the industry. Although the number of values increases by a factor ofu&rtalpipelining the
computational overhead is only40%. In line with the method used inARIANCE to process
brightness distribution data, input data for surface reflectances aottappower distributions
are read from files. Solely for the image output, pixel values are comvéden spectrum to
RGB.

For an RGB triple, the RDIANCE functions intensity and brightness are given as

i(R,G, B) = max(R,G, B) (3.1)
and b(R,G, B) = 0.2651 - R + 0.6701 - G + 0.0648 - B, (3.2)

where the coefficients in the brightness formula sum up to 1 and are tfmrédee nominal CRT
primariesR = (0.640,0.330), G = (0.290,0.600), B = (0.150,0.060), and the true white
point W = (0.3333, 0.3333), given in CIE(z, y) chromaticity coordinates.

In our spectral setup, we define intensity and brightness for a spdistndbutions as

] = A 3.3

Z(U) 380nmrgz\a§780nmg ) ( )
780nm

and b(o) = / G\ (\)dA, (3.4)
380nm

wherey is the color matching function for the CIE 1931 standard colorimetric obsésee
[CIEOA4]). Therefore, the brightneséo) equals the definition of the CIEXYZ tristimulus value
of Y.

In the spectral version of ®OIANCE, we use the brightness function for all SPDs and, hence,
also to set up the list of potential light-source contributions in the “selectisel@wy testing”
algorithm. For multiple reflected lighi, the brightness(®) can be bounded by the brightness
of the light source times the intensities of the single reflection functions,

780nm
b(®) = /3 FN)Bs (Vo)) - 1 (\)dA

80nm

780nm
< [ @ OiGr)i(r) i) (35)
3

80nm

=i(ro)i(r1) - - - i(1n—1)b(®s),

where®g is the SPD of the light source, is the number of reflections, amg are the reflection
functions. In RADIANCE, the weight of a ray is defined as the product of the intensities of all
materials hit by the ray. Thus, the inequality in Eq./3.5 justifies that, in the spemtiderer, we
use the intensity function for material spectra such as extinction, albedwfacs reflectances,
and ensures that even narrowband material spectra do not forgg¢mstap just because most
of its spectral reflectance values are close to zero.

Finally, we compare intensity and brightness for the RGB and the spectralmédom
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Eqgs! 3.1 and 3.2 for the RGB version of intensity and brightness, weedingvinequalities

0.0648 - i(R, G, B)
b(R,G,B)

0.0648 - (R+ G + B) < b(R,G, B),
bmax(R, G, B),max(R, G, B),max(R,G, B)| =i(R, G, B),

1
: B) <
and (R, G, B) < g5es

<
<

-b(R,G, B) =15.4321 - b(R, G, B).
Summarized,
0.0648 - i(R,G,B) < b(R,G,B) <i(R,G,B) < 154321 - b(R,G, B)

implies that the RGB functions intensity and brightness are in the same ordergoiitote,
especially in case of not purely blue colors. By contrast, for the speeirsions we only have
the one-sided bound

780nm
bo) < /3 F(\)i(0)dA = 106.855 - i(o)

80nm

by Eqgs! 3.3 and 314, anfig; """ 5(\)d\ = 106.855.

3.4.1 Cornell Box

With our first test scene — the Cornell Box — we compare the images obtajnedr lspectral
and naive RGB renderings and analyze the image differences withcteaspbrightness and
color. For this standard test scene in computer graphics, the scengthettgflectances of the
lambertian surfaces, and the SPD of the light source can be downloadedGor09]. Using
inter- and extrapolation, all spectra are adapted to our representaiior380 to 780 nm, all
5 nm (see Fig. 3.2(a)). For theARIANCE simulations, the lambertian surfaces are modeled
as plastic material with both specularity and roughness equal to zero. Thestigrce is a
tungsten flood light with UV filter and diffusing glass plate and is modeled ADIRNCE as
totally diffuse light with the given emission spectrum. Figure 3.2(b) showsetsy rendering
of the scene.

To allow a pixel-by-pixel image comparison, we take care to trace exactlyahe say
paths. For this purpose, we turn off all jitterings either by parameter sethn@y remov-
ing random number generation from the code. The initialization of the henmisgaenpling
in inithemi() in ambcomp.ds made independent of the current ray’s weight by replacing the
weight wt by 1.0. Also the random numbers that define the direction of a single ambient
sample ray are set to 0.5 mivsample()in the same file. Additionally, the shadow thresh-
old check that is based on brightness values indilhect() routine insource.ds removed, i.e.,
the threshold is set to 0 (compar@®RANCE source code on [Rad10]). To avoid subdivision,
the light source is modeled as a point light source having the same cosiignbgg distri-
bution as a flat source. By usingj = 0 all rays that account for the light source are sent to
the center of the sphere. Moreover, we switch off irradiance cachaay=« 0), set the num-
ber of ambient bounces tab = 2, the number of ambient divisions tad = 400, the num-
ber of ambient supersamples 4as = 0, and remove the lower limit for the weight of rays
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380 480 580 680 780

(@) (b)

Figure 3.2: Cornell Box: (a) reflection spectra of the lambertian materidigély “green”, and
“red”, and the SPD of the light source (scaled to a maximum of 1) and @zt rendering.

@ (b)

Figure 3.3: The Cornell Box: (a) relative brightness differences ncqre between the naive
RGB and the spectral solution (maximum: 9.85%, minimum: -1.59%) and (b) CIBOE®Dtal
color differences (maximum: 7.64, minimum: 0.00).

-lw = 0. We render the images using one sample ray per pigeH1) and send each eye ray
through the center of its pixeldj = 0).

Figure 3.3 shows false-color images for brightness differences (left)calor differences
(right) between the naive RGB and the spectrally rendered picturege ldifferences can be
seen both in brightness (especially at the red wall) and color (mainly at #esngbut also at
the red wall). The brightness differences are shown relatively, irepéwith the RGB solution
defining the reference. In the right image, significant color differemmenot only occur at the
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3 Color Rendering Indices in Global Illumination Methods

colored walls themselves, but also in regions where reflected light froge thalls dominates
(e.g., at the sidewalls of the white boxes and on the ceiling near the colohs)l wa

The significant differences shown in Fig. 3.3 demonstrate inaccuraaiesed by RGB ren-
dering. The RGB approximation of spectral reflectance functions ami $&sult in errors of
multiplied RGB values compared to the correct RGB values derived from thehad spectra.

3.4.2 Ward — Eydelberg-Vileshin Test Scene

The objective of the second test scene is the comparison of our spectddring engine to
the RGB version using the spectral prefiltering approach as propgs@tin and Eydelberg-
Vileshin [WEV02]. Therefore, we use their fluorescent-lamp test stoyether with the spectral
data (see [War09]). The left sphere is modeled IRDRANCE as plastic with a specularity
of 0.05, a roughness of 0, and the diffuse color Macbeth Green. ighegolden sphere is

1-

0.8 S
gold ‘“rreﬂq,..

0.6+

/_ neut

0.4 e blue flower
0.2 I1]

380 480 580 680 780

Figure 3.4: The Ward — Eydelberg-Vileshin test scene: reflection gpetthe materials and
the SPD of the cool white fluorescent light source (scaled to a maximum of 1)

simulated as 100% specular metal with zero roughness, and its color is canfprte the
wavelength-dependent index of refraction for pure gold. All other nateare assumed to
be lambertian and modeled as plastic with both specularity and roughne$degee. The
color of the walls are Macbeth Red for the left wall, Macbeth Blue for thet nggdl, Macbeth
Blueflower for the wall at the front, and Macbeth Neutral.8 for all otheltavd he light source
is a cool white fluorescent lamp modeled as totally diffuse light AbRNCE. Figure 3.4 shows
the reflection spectra of the materials and the SPD of the light source. Wet dpply white
balancing as it is done in their work, because we want to get real photowtines as needed
for CRI calculations. The procedure for spectrally prefiltering RGBesis described in detail
in their paper.

Similar to the Cornell Box test scene, we allow a pixel-by-pixel image compakgdracing
exactly the same ray paths within the prefiltered RGB and the spectral ireg&l€Fhe leftimage
in Fig. 3.5 shows our spectral solution for the Ward — Eydelberg-Vilesbirsteene. On the right
side, the CIEDE2000 color differences between the prefiltered RGBandpectral solution
are presented in a false-color image. As mentioned in Section 3.2, the apmbapectral
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Figure 3.5: The Ward — Eydelberg-Vileshin test scene: spectral ragdgeft) and CIEDE2000
color differences between the spectrally prefiltered RGB and the spsolution (maximum:
8.06, minimum: 0.00; right).

prefiltering for RGB rendering is suitable for the direct-diffuse compaoien lacks accuracy
for multiple reflected light, which can be seen at the golden sphere in thetrefi®f the blue
sidewall and the “blue flower” front wall.

3.4.3 CRI Test Scene

The CRI is defined for SPDs of light sources. However, within a realdszene, light incident
on a measurement surface is composed of a direct and an indirect ipawiri of our third test
scene is to show how the CRI changes with mixed direct and multiple reflected ligh

Our test room is modeled by a square base area with a red linoleum floohétedaaster on
the ceiling and the walls. The four lighting fixtures, which represent daetauver units made
of aluminum, are equally arranged and contain fluorescent lamps. Thmegs &e of type T5-
HO, having a CCT of 6499 K and a Cfglof 94.46. The specular louver units mainly light the
floor, which results in mixed direct and indirect (reflected from the fléighting at the walls.
All reflection spectra, the SPDs, and the brightness distribution functibtisealluminants
describe real-world materials and were measured at Bartenbach Lichilfistria [Bar]. In
RADIANCE, we model the light source using theightdatamodifier for lights and assign the
measured luminous intensity distribution. The walls and ceiling consist of whigteplavith
fully lambertian reflection. The red linoleum floor is modeled by the Ward BRDY&arp2],
with specularity 0.0821 and roughness 0.0372 estimated from measuestioefldata. For all
materials, the diffuse color is given by the measured reflection spectrareF&6(a) shows
the T5-HO lamp spectrum scaled to a maximum value of 1 together with the reflspiatra
of the red linoleum floor and the white plaster walls next to a spectral rengef the scene
[Fig.[3.6(b)].

For calculating the CRI within the image, we render the image with the “-i” optionAr R
DIANCE to obtain irradiance instead of radiance values. For each pixel, we gePBnthat
represents the light incident on the current surface, from which Veelle¢e the CRI. Because
this is done in a postprocessing step, any color rendering index or dtbérrpetric measure
that can be derived from spectral data could be computed (e.g., thastadidE CRIR, or one
of the R96, CRIs). Because we intend to show the applicability of CRI calculations within a
global illumination method, we implement only one CRI calculation and compute opoped
CRIy based on the 14 Munsell test samples to ease comparisons to the stariglardtiiod.
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Figure 3.6: CRI test scene: (a) reflection spectra of the red linoleum fleowhite plaster walls,
and the SPD of the T5-HO light source (scaled to a maximum of 1) and (byrapeendering.

Except for the light source, we obtain the highest gRlalues at the floor (mainly direct
illumination), followed by the lower regions in the middle of the walls (direct andréud illu-
mination), and the upper regions of the walls as well as the ceiling (mainly indltggination),
where the CRI is attenuated by the reflection on the red linoleum floor. Mergihe maximum
CRIyo (94.46) within the scene complies with the GiRbf the source. The CRYJ distribution
throughout the scene is presented as a false-color image in Fig. 3.7(a).

To make a comparison to RGB rendering possible, we use Smits’ RGB-ttriapecon-
version for reflectances [Smi99], which creates physically plausibletrsprom RGB values.
Because we are working with SPDs instead of reflectances, we slightigel&mits’ algorithm
and do not set an upper limit for the spectral values. With this modified guveewe first com-
pute the seven spectra for white, red, green, blue, cyan, magentgeliow and then perform
the RGB to spectrum transformations, where we use spectrally prefiltee®id® proposed
in WEVO02].

The false-color image in Fig. 3.7(b) shows the GRlistribution resulting from the spectrally
prefiltered RGB rendering followed by Smits’ conversion. Throughoatdbene, all CR)
values are higher than the correct values obtained from spectrariegde.g., the maximum
of 98.21, which appears for the illuminants, is significantly higher than theGRig, of the
light sources (94.46)]. The problem with applying Smits’ method for reffexgta to SPDs is
that, for a given RGB triple, the smoothest of all metamer spectra is calculethedefore, two
metamer spectra with CRIs far apart will result in the same spectrum similar tonakizla
radiator having a very high CRI. The large differences between thed@Ributions in Figl. 3.7
underline the importance of photometric correctness in global illumination systepredded
by spectral rendering.
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(@ (b)

Figure 3.7: CRI test scene: (a) GRldistribution obtained by spectral rendering (maximum
CRIgo: 94.46, minimum CRJy: 90.24) and (b) CRY, distribution obtained by spectrally pre-
filtered RGB rendering and Smits’ algorithm (maximum gRR8.21, minimum CRJy: 92.87).

3.4.4 Real-World Seminar Room

Our fourth test scene is a not fully completed, real-world seminar room fhe Lichtakademie
Bartenbach. All measurements of reflection spectra and brightnessistifunctions were
done by our cooperation partner Bartenbach LichtLabor. The room isiilated by four light
tubes with scattering inserts, which redirect daylight from outside into tbmrand have dif-
ferent depreciation factors. The scattering inserts are made of a mieroniiterial with the
purpose of distributing light almost uniformly into the room and avoiding gleomfdirect sun-
light. The room is composed of a red linoleum floor, three fair-faced redaavalls and one
plastered wall, and a plastered ceiling. The enclosures of the light tutdeslditional specular
louver units, which are switched off, are made of aluminum. Moreover,dbercontains four
white/light-gray boxes under a white table and a flat screen at the wallatnARICE, the light
sources are modeled as circular disks, which are placed at the bott@okthe light tubes
and have the measured brightness distribution assigned. In addition dtuthematerial for
the disks, we use glow material inside the light pipes to illuminate the local structure without
affecting the illumination in the room. For the SPD of the light sources, we usstémelard
phase of daylight D65, which has a CCT of 6503.6 K and aggRf 100, and neglect possi-
ble spectral changes due to reflections inside the light pipes. The ¢aid-fzoncrete walls are
modeled as fully lambertian surfaces. The enclosures are modeled bys\ligintly brushed
aluminum [War92] with specularity 0.56 and roughness 0.11. The speeflattances of the
materials, which were not already shown in Fig. 3.6(a), and the D65 speeire presented in
Fig./3.8.

Figure 3.9 shows a photo of the real room (left) together with an image ofitingeged
scene obtained by our spectral version efoRaNCE (right). In Fig.'3.10 the false-color image
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daylight

380 480 580 680 780
nm

Figure 3.8: Real-world seminar room: reflection spectra of the concrdlethatable, and the
aluminium enclosures, and the SPD of the D65 daylight (scaled to a maximu)n of 1

Figure 3.9: Real-world seminar room: photo taken at the Bartenbach Ladeakie (left), and
spectral rendering (right).

indicates the CR), distribution within the scene. Expectedly, the highest CRI can be found on
the table and on the floor, where the main part of the illumination comes directiytfre light
sources. With mixed direct and indirect illumination, the CRI gets lower, whaghhe seen

for example near the walls. Regions that are illuminated solely by indirect illummatiow
how much of the CRI can be lost by interreflections. For example, in theysiegibns under

the table or below the screen, a difference in gRif ~8.5 from the CRI of the light source
(100) occurs. Within the calculation of the CRI for each pixel, the CCT is adatpto define a
reference light source. This information can be displayed similar to the €iR¢j & false-color
scale. Fig. 3.11 shows that the CCT of incident light can significantly ahggnterreflections
inside the room.

60



3.5 Discussions and Future Work

Figure 3.10: Real-world seminar room: GRHistribution (maximum CR}: 99.67, minimum
CRlgo: 91.49).

Figure 3.11: Real-world seminar room: CCT distribution (maximum CCT: 637B&Vin,
minimum CCT: 2897.21 Kelvin).

3.5 Discussions and Future Work

The present work was motivated by the problem of displaying relevansunes for lighting
design within a computer-generated preview of a scene. For our aimpepartner Bartenbach
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LichtLabor, the prediction of illuminance, color-rendering index, or CCifmigortant whenever
an architectural lighting concept is to be set up.

The update of the standard CIE method for the CRI in the form of our pepGRY, yields a
measure for the color-rendering properties of light sources thatidestiuman perception more
closely. Contrary to other approaches mentioned in Section 3.2, the preded calculating
the CR}y is still in line with the standard CIE method and can therefore be easily adopted b
industry. However, by following the CIE procedure, we also inherit tsagsof a discontinuity
for light sources with a CCT of 5000 K. This problem could not be solved far, but should
be a main interest in future investigations.

To calculate lighting design characteristics from renderings, highly atewdata in the ob-
tained images are required. Moreover, some characteristics such aRthea@ only be cal-
culated if spectral data are available. Thus, spectral rendering issagdor reasons of both
accuracy and feasibility. Our spectral version @ffRANCE allows interior or lighting designers
to predict and change important measures, such as CCT or CRI, in cdiopataimulations
by using various wall paints or specifically placing colored items. Computreigted images
for psychophysical tests are another application for spectral rengdaecause there the pictures
require physically correct data as well. In consideration of the obtaicedracy, the drawback
of spectral rendering in terms of 40% computational overhead seems tabbedmate. As
shown in Sectioh 3.4, interreflections can alter the CRI or CCT significanthallbw-up work,
we want to analyze these effects for mirrorlike reflections that happenyiligtit redirection
systems, such as horizontal mirror ducts or vertical light pipes.

3.6 Conclusion

We presented a modernized method for the calculation of CRIs based owfsthésart col-
orimetric methods. Our update affected the standard CIE algorithm fromh ibSthree main
points, but did not change the basic setup of the procedure. We rdplee€IEUV*W* by
the CIELAB color space, the Von Kries transformation by the linearized®rd transforma-
tion for chromatic adaptation, and the Euclidian distance by the CIEDE2000 difference
formula. This approach has been evaluated for customary light soancesED illuminants,
and is promising to be better qualified for the prediction of color-rendemmnggptions.

Furthermore, we evaluated CRIs in scenes with global, mixed direct an@dhdiumina-
tion. Therefore, we presented an approach to set up a spectrarirepengine based on the
open-source softwareADIANCE and showed the advantages of spectral rendering over RGB-
based methods. Finally, we exemplified the application of CRI and CCT calmgdtiaylobal
illumination methods by means of a real-world test scene.
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4 Estimating Melatonin Suppression and
Photosynthesis Activity in Real-World
Scenes from Computer Generated
Images

Sleep, those little slices of
death; Oh how | loathe them.

(Edgar Allan Poe, 1809-1849)

In lighting design and architectural illumination planning simulations of luminanddlami-
nance distributions within scenes are performed using rendering todisasu@DIANCE. In
this paper we focus on the evaluation by two action spectra other than the usreffaiency
function — the circadian action function describing the melatonin suppreasidrihe photo-
synthesis action function. We show how indices that are derived froge thetion spectra can
be calculated from spectrally rendered images of a real-world scerrebofto action spectra
we derive approximations based on the CIE color matching functions that efitmations of
the corresponding index from RGB rendered images. We evaluate tkeedifes between the
spectral results and the RGB approximations for an office room with thffeseeht types of
illumination.

4.1 Background

Physically based rendering packages such asIRNCE are used in lighting design and ar-
chitectural illumination planning for simulations of luminance and illuminance distribstio
Especially for daylight simulations and daylight factor calculations this némgiéool is widely
used and was shown to be accurate in [Mar99, UWP05, GMDO08]. Henvspectral rendering
is necessary if highly accurate results are desired as for example bdtsrmay occur when
calculations are performed in the RGB color space [RB06, GMDO09b].

In the present study not only the CIE photopic luminous efficiency fundtiok) that is used
to calculate (il)luminances from (ir)radiances and which equals the CIE-omtching funtion
y [CIEO4], but also other weighting functions are considered. In detad,awtion spectra are
used for evaluations in a real-world test scene: the circadian actiotidomescribing the mela-
tonin suppression and the photosynthesis action spectrum represepting’'s photosynthesis
activity.
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4 Estimating Melatonin Suppression and Photosynthesis Activity

Circadian action function
The hormone melatonin, which is mainly secreted during the night, is primarilpmnsgge for
the regulation of the circadian rhythm. Light in general and radiation in the péut of the
visible spectrum in particular suppresses the secretion of this hormotldGal®9] defines a
circadian action function(\) that is based on experimental data from Brainard [BBG and
Thapan [TASO01] for light-induced melatonin suppression. The spetisaibution ofc()\) is
shown in Figure 4.1.

Using this circadian action function, Gall calculates the circadian radiatiamtgu X..,
which we refer to ag’, by

C— / (N e(\)dA (4.1)
and defines the circadian action facQy in relation to the CIE luminanc¥ as

A)e(AN)dA
o = & = LoQ)eN)A w2
Y [o(N)y(A)dA
for a given spectral power distribution (SPB) In the current study we use the values for
Gall's circadian action function()) that are given in [Gal09] and simulate the distribution of
the circadian action factar,., within a real-world scene.

Photosynthesis action spectrum

Plants as well as some algae and bacteria are able to generate carteshggdchoxygen from
carbon dioxide, water, and light energy. The action spectrum for thtesopkinthesis process
differs for various plants and is subject of scientific research [Taz88z99b].

1.2} — c(N)
- sy(N)

02 400 500 600 700
nm

Figure 4.1: Spectral distributions of the circadian action functiox) as defined by Gall and
the photosynthesis action spectrugi)\) as given in DIN 5031-10.

In the current study we use the photosynthesis action specth) that is defined by the
German Institute for Standardization (DIN) in the document DIN 5031-18{D] and calculate
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4.2 Spectral Rendering

the photosynthesis activityY” from

SY = /U()\)sy()\)d/\ (4.3)

for a SPDo. The spectral distribution ofy(\) is shown in Figure 4.1.

4.2 Spectral Rendering

For spectral rendering withADIANCE [War94, WS98] various proposals were presented in the
literature. Both Delahunt and Brainard [DB04] and Ruppertsberg dod[BB06, RB08] use
N-step algorithms with multiple calls to the RGB renderer together with a postgsimgestep

to gather the images. Delahunt and Brainard render a single monochromagie foraeach
wavelength, whereas Ruppertsberg and Bloj put independent watie¢ein each of the three
channels. In the latter case wavelengths from the red, green, anddotwé he spectrum should
be combined because otherwise the calculation of brightnessesDmRCE given by

b(R,G,B) = 0.265 - R+ 0.670 - G + 0.0648 - B (4.4)

might lead to inaccuracies in algorithms that are steered by this function. Edisteder and
Dur [GMDO09b] present an approach for spectral rendering witDIRNCE using a discrete
representation of the spectrum with 81 values equally spaced betweem 28@ 780nm. They
expand the brightness function from the RGB approximation to the CIE tristimalusY’, i.e.

780
b(o)=Y (o) = / a(AN)g(\)dA (4.5)
380
for a SPDo and the CIE color-matching funtian
For the current study we adopt and slightly modify this approach. BecBaSIANCE is
intended to be used for simulations of real-world scenes as observathignis, the brightness
function that approximates the CIE Y tristimulus and thus the human brightnesspgien
is used for steering algorithms in the ray tracing process. However, siacase different
weighting functions for brightnesg;(\)), melatonin suppressiore((\)), and photosynthesis
activity (sy(X)), we re-define the brightness function imBRRANCE via the constant 1-function
as 780
b(o) = / 1-o(N)dA. (4.6)
380
In this way all parts of the spectrum are treated equally and inaccuradiegyriness-steered
algorithms of R\DIANCE are avoided in exchange for a slight computational overhead. In a
post-processing step we are then able to apply the sensitivity fungtionsc()), andsy(\),
and compute the indices, Y, andSY from a single spectral image.

4.2.1 Test scene

Our test scene shows an office room that contains three differertesoaf illumination — win-
dows, ceiling lamps, and computer monitors. Figure 4.2(a) shows an oweoVithe scene
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4 Estimating Melatonin Suppression and Photosynthesis Activity

and Figure 4.2(b) the view from the the front workplace. The windowessanulated as light
sources using the spectrum of the CIE standard illuminant D65 [CIE04] avittminance of
1000cd/m. The spectra of both the TFT display, that emits white light only, and the LED ce
ing lamps (Luxeon Rebel cold white) were measured by our cooperativmepd8artenbach
LichtLabor. The luminance of the monitors are set to 250éd#4nd the ceiling lights are mod-
eled to have a luminous flux of 1500Im each. As for this study primarily thetspaand not
the angular distribution of the light is important, all sources are modeled as tdiffllge emit-
ters. Figure 4.3 shows the spectra of the three light sources together aitiaih reflectance
spectra of the scene, i.e. the floor, the walls (including the ceiling), anddbdemn desks. The
reflectance spectra of white plaster (walls, ceiling), cherry wood, amdiaium (e.g. for the
ceiling light fixtures) were measured by our cooperation partner BaatdgmlbichtLabor. For the
other objects we use reflectance spectra from the Macbeth ColorCherae [MMD76] that
are available on [Bab09], e.g. Macbeth Neutral 6.5 for the floor, MadBeliage for the chairs,
and Macbeth Orange and Macbeth Orange Yellow for the containers @indrtmts.

(b)

Figure 4.2: Office test scene: (a) overview of the test scene contaimieg different sources
of illumination: four light sources that simulate the windows, two LED ceiling lanapsl, two
computer monitors and (b) view from the front workplace that is importanti®evaluation of
the circadian action factar,, as it simulates the field of view of a person working at the desk.

4.2.2 Weighting functions

Given a weighting functiow () such as:(\) or sy(A), the associated indeX(o) for a spectral
power distributions is defined by

Qo) = / " o(N)w(N)dA. 4.7)
380

Thus,2 becomes a functional on the Hilbert spdcd [380nm, 780nm]) that contains all spec-
trac(\) that satisfy

780
/ o(N)2d\ < oo. (4.8)
380
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4.2 Spectral Rendering
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Figure 4.3: Light source spectra (each scaled to a maximum of 1) and nflaitctaace spectra
used in the test scene: the windows are modeled with the CIE standardgbitsdight D65,
the spectra for the LED lamps and the monitors as well as the reflectandesrof wood and
white plaster were measured by our cooperation partner Bartenbacdhalich, and the floor is
modeled with the dark gray color Macbeth Neutral 6.5 from the Macheth Chkxker chart.

For example the CIE XYZ tristimulus values can be written as functionals

780
X(0) = / c(\)E(N)dA, (4.9)
380
780
Y(o) = / c(\)F(N)dA, (4.10)
380
780
and Z(o) = /3 IAOVEEVE (4.11)

wherez, ¢, and z are the color-matching functions for the CIE 1931 standard colorimetric
observer [CIEO4] (see Figure 4.7(a)). Evaluating the functidn@) for each pixel’s SPDr

in a spectrally rendered image yields the luminance distribution if the image coradinsces,
and the illuminance distribution if the image contains irradiances, respectively.

4.2.3 Circadian action function

From the radiances within a spectrally rendered image the circadian action 4, can be
computed in a post-processing step. For the SR each pixel the functional§’ andY are
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4 Estimating Melatonin Suppression and Photosynthesis Activity

evaluated and the circadian action factor

oy C0) _ Jys oWe(d
acv( ) - Y(O') f788(?0' d)\ (412)

can be displayed in a falsecolor image. Figure 4.4 shows the distribution, @s perceived
when working at the front desk. In Figure 4.5 thg, values of the scene when seen from
outside are presented. In the falsecolor images:thevalues of all three light sources exactly
correspond to the analytical results @f,()\) given in Table 4.1. Comparing the results for
the three light sources shows that the light-induced melatonin suppressiarigest for D65
followed by the TFT monitor light and lastly the LED lamp.

Figure 4.4: Distribution of the circadian action factqy, (o) calculated from the spectral ren-
dering in the field of view of a person working at the front desk.

Figure 4.5: Distribution of the circadian action facty, (o) inside the scene calculated from the
spectral rendering. The analytical results for the three light souiiges @ Table 4.1 exactly
correspond to the image.
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4.3 RGB Approximation

4.2.4 Photosynthesis activity

For the photosynthesis activity the incident light is decisive. We thus rehddémages of our
test scene again using tha RANCE option “-i” to obtain irradiances instead of radiance values.
To calculate the photosynthesis indgX™ from the irradiance spectrum at each pixel within
the rendered images the functio$ (o) is evaluated:

780
SY (o) = / (N sy(VdA. (4.13)
380

Figure 4.6 shows thé'Y" distribution within the scene and thus proposes the “ideal place” to
put plants in the office — on the windowsill or on the desk close to the windosvthA index

SY is not divided by the brightness of the corresponding SPD it is an absolegsure and
depends on both the quality and the quantity of incident light. Thus, the “daeg” for a plant
could for example be changed by increasing the LED’s emittance what invouwid lead to
uncomfortably high illuminances and glare for the people working in the office

Figure 4.6: Distribution of the photosynthesis activity (o) inside the scene calculated from
the spectral rendering. The windowsill or the parts of the desk close twittdow are “ideal
places” to position a plant.

4.3 RGB Approximation

In RADIANCE the RGB approximation of luminances and illuminances by Equation 4.4 usually
works well, what is desirable and necessary as these are the main indedednin lighting
design and other applications of this physically based renderer. Similar &pgreximation of
the CIE tristimulus value Y we try to find an approximation to the indiggsand.SY based on
the three color-matching functions y, andz.

To calculate the indice§' andSY from the values in an RGB rendered image as a weighted
sum, we need to derive coefficienits, go, bc) and(rgsy, gsy, bsy ) for the three channels R,
G, and B similar to Equation 4.4.
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4 Estimating Melatonin Suppression and Photosynthesis Activity

Gall and Bieske [GB04] propose to approximate the circadian action fagtoria the CIE
chromaticity coordinategr, y) as
aoy o JZNINAN 21—z -y (4.14)
Jy(No(N\)dx Y Yy
For the light sources in our test scene Equation 4.14 yields results witlvesdators of+15.7%
for D65, +42.2% for the LED lamp, and+20.4% for the monitor light. Gall’s approximation of
the circadian radiation quantity is only based on the CIE color-matching functioand thus
leaves room for improvement by calculating an approximation based onesdl toior-matching
functions.
Generally, we look for an approximation of the functiofigb) from Equation 4.7 by a linear
combination
Qo) =k, X (o) +kyY (o) + k.Z(0) (4.15)

whereX (o), Y (o), andZ(o) are the functionals describing the CIE XYZ tristimuli as given in
Equations 4.9t0 4.11.

According to the Riesz representation theorem the Hilbert spd¢k:, b)) of functions is
isomorphic to its dual space of functionals. Thus we can representfeactional () by its
corresponding density and search for an approximation ©fby a linear combination of the
color-matching functiong, 7, andz, which are the corresponding densities of the functionals
X,Y,andZ:

W(A) & k(X)) + kyg(A) + k2Z2(N). (4.16)

We find this approximation by an orthogonal projection af onto the subspace spannediyy
7, andz, i.e.,

Y=k + kyy +k.Z such that (4.17)
(Ww=—1,7)=(w-v,7) =w-v,2) =0 (4.18)

Equation 4.18 leads to the system of linear equations

(w, z) ke
(w, ) | =G(@,9,2) | ky (4.19)
(w, 2) k-
where
(Z,7) (y,7) (2,7)
G g.2)=| (z,9) B9 (%0 (4.20)
(Z,2) (9,2) (%,2)

is the Gramian matrix for the three color-matching functiang;, andz. Solving the sys-
tem (4.19) for the weighting functions = ¢()\) andw = sy()\) yields the approximations

ber) = —0.2847 + 0.3587 + 0.6812 and (4.21)
Yey(n) = 0.533F + 0.2767 + 0.581% (4.22)
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Figure 4.7: (a) The CIE color-matching functionsy, andz, (b) the circadian action function
c()) as defined by Gall, and the approximation functiaq,, that is a linear combination af,

y, andz and (c) the photosynthesis action spectriyf\) as defined in DIN 5031-10, and the
approximation function,, ) as a linear combination af, y, andz.

for the circadian and photosynthesis action spectra, respectivelyigimels 4.7(b) and 4.7(c)
these approximations based on the three CIE color-matching funtions éFgi(a)) are com-
pared to the real action functions.

Multiplying by the transformation matrix of RbIANCE from RGB to XYZ gives the co-
efficients(r, g, b) for the approximation of the inde® from the RGB values in the rendered
image:

0.514 0.324 0.162
(r,g9,b) = (kz, ky, k2) - 0.265 0.670 0.0648 | . (4.23)
0.0241 0.123 0.853

Evaluating Equation 4.23 for the coefficients of the circadian action specpproximation
Ye(n) (Equation 4.211) and the photosynthesis action spectrum approximatiey (Equation
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4 Estimating Melatonin Suppression and Photosynthesis Activity

4.22) yields the RGB coefficients

(rc, 9c,bc) = (—0.0346,0.232,0.558) and (4.24)
(rsy,gsy,bsy) = (0.361,0.429,0.600), (4.25)
respectively. Finally, the approximations for the circadian action fagtpand the photosyn-
thesis activitySY are given by
C(R,G,B) —0.0346- R+ 0.232-G +0.558- B

w(R,G,B) = - 4.26
e )= WR.G.B) ~ 0265 R+ 0670-G + 00648 B (4.26)

and
SY(R,G,B) =0.361 - R+ 0.429 - G + 0.600 - B. (4.27)

In Table[ 4.1 the analytical results for the three light sources in the tese 885, LED,
monitor light) are presented. The correct values for the circadian aeatort:.., and the pho-
tosynthesis activitySY are opposed to their RGB approximations. Additionally, the relative
errors of the RGB approximations are given. For both indicgsand SY the RGB approxi-
mation performs best for the LED illuminant, followed by the monitor light and laseyGke
phase of daylight D65. However, even for the LED lamp the relativer éoothe circadian
action index is already greater than 5%.

D65 LED  TFT
ae(o) | 0941  0.824  0.903
aw(R,G,B) | 0.830 0.871 0.834
Aagy | -11.82% +5.72% -7.69%

SY(o) | 2198  6.400 0.415
SY(R,G,B) | 1581  6.333  0.393
ASY | -28.05% -1.04% -5.40%

Table 4.1: Analytical results for the three light sources used in the tes¢ stle correct values
of the circadian action factar,, () and the photosynthesis activi§}" (o) are opposed to the
RGB approximations., (R, G, B) andSY (R, G, B), respectively. Additionally, the particular
relative errorA is depicted.

Re-rendering the scene with the standard RGB versionAafIRNCE yields an RGB color
value for each pixel describing the radiance or irradiance distributiorinwitie test scene. To
calculate the approximation for the circadian action faatgrEquation 4.26 is evaluated for the
RGB radiance values of each pixel. The results are presented a®fatsetages in Figure 4.8
for the computer workplace view and in Figure 4.9 for the scene ovensesean from outside,
each on the left side. The images on the right side in Figures 4.8 and 4.9tsbawlative
differences in percent between the correct results fpralculated from the spectral renderings
(Figures 4.4 and 4.5) and the RGB approximations, i.e.

acv(Ra Ga B) — GCU(O')

Aaq, = 100 -
aey(0)

(4.28)
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4.3 RGB Approximation

The values for both,., (R, G, B) andAa,, for the three light sources D65, LED, and the mon-
itor light comply with the analytical values in Table 4.1.

() (b)
Figure 4.8: (a) Distribution of the approximated circadian action factoiR, G, B) calculated

from the RGB rendering using Equation 4.26 in the field of view as perddiea person
working at the front desk and (b) resulting relative differentes, from the values obtained

from the spectral rendering.

@ (b)
Figure 4.9: (a) Distribution of the approximated circadian action facto(R, G, B) inside

the scene calculated from the RGB rendering using Equation 4.26 andgili}img relative
differencesAa,, from the values obtained from the spectral rendering.

Evaluating Equation 4.27 for the irradiance color values of each pixeir@uatdrom the RGB
rendering with the option “-i” yields an approximation for the photosynthesiwity SY at
the particular pixel, i.e., the position in the scene. Figure 4.10 shows the R@Bxapation
for SY (left) opposed to the relative differences in percent between theatoesults from the
spectral rendering (Figure 4.6) and the RGB approximation, calculated as

SY(R,G,B) — SY (o)

(o) (4.29)

ASY =100 -

Again, the analytical results f&Y (R, G, B) and ASY for the three light sources exactly cor-

respond to the values in Table 4.1.
One idea to improve the performance of the approximations is to consideeattgnly on
the constrained domain where the action spectra are non-zero. Forlextmpalues of the
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4 Estimating Melatonin Suppression and Photosynthesis Activity

(a) (b)

Figure 4.10: (a) Distribution of the approximated photosynthesis act¥ityRR, G, B) inside
the scene calculated from the RGB rendering using Equation 4.27 aneégilijimg relative
differencesASY from the values obtained from the spectral rendering.

melatonin suppression function are non-zero in the interval from 380m®&dom. From Equa-
tions 4.16 to 4.20 an approximation formula fQy, (o) similar to Equations 4.21 and 4.26 can
be derived that shows smaller relative errors when compared to thes\gilten in Table 4.1.
However, we could not use this approach directly within our RGB rengsras some of the
truncated spectra lead to negative RGB input values and the gamut cligpivese RGB triples
yields approximations that are worse than those presented in Figuresi4®aifror the photo-
synthesis action spectrum the approach based on the constrained iintema35nm to 725nm
does not improve the approximation because all three color-matching fusgtig, andz are
close to zero outside of this domain.

4.4 Conclusion

We have shown how indices derived from various weighting functionk as the circadian ac-
tion factor or the photosynthesis activity can be calculated within spectraibered images.
Based on the CIE color-matching functions we presented approximatioasctdate the mea-
suresa., andSY from RGB rendered images. However, as these RGB approximationslturne
out to be rough estimations, we propose to use spectral rendering wenexeeurate results
are desired. If no spectral rendering engine is available, the methopsgad by Delahunt and
Brainard [DB04] and Ruppertsberg and Bloj [RB08] could be use@tiopm spectral rendering
using the standard RGB version of theBRANCE rendering engine.
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A CIE 171:2006 Test Cases 4.1 - 4.6:
Results

In the following Tables A.1 to A.6 the results of the point illuminance calculationshfe six

CIE experimental test cases that were presented in Section 1.1 are @ppdke CIE refer-
ence values (Tables A.1 to A.6 in [CIE06]). All given illuminance valuesea@lculated with
rtrace from version 3.8 of RDIANCE. For the test cases 4.2 and 4.5 (Sections 1.1.2 and| 1.1.5),
which contain disk luminaires, additional computations were performed usingroposed im-
proved subdivision algorithm for circular light sources (see Section ZHese results are listed

in the lines entitled “disk sampling”.

The abbreviations for the CIE reference values are as follows:
TE UL is the total error band upper limit,
TE LL is the total error band lower limit,
MB UL is the measurement band upper limit, and
MB LL is the measurement band lower limit.

In the tables, computed values outside the CIE measurement band limits ard jriodéd face.
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A CIE 171:2006 Test Cases 4.1 - 4.6: Results

Sensor
Position 1 | 2 | 3 | 4 ] 5 | 6 | 7
TE UL 91 107 115 118 116 107 93
MB UL 85 100 108 110 108 100 87
1 RADIANCE 66 77 84 85 83 78 66
MB LL 65 77 83 85 83 77 67
TE LL 59 70 75 77 76 70 61
TE UL 103 124 130 129 129 124 105
MB UL 96 116 122 120 121 116 98
2 RADIANCE 76 89 95 94 95 88 76
MB LL 74 89 94 93 93 89 75
TELL 67 81 85 84 84 81 68
TE UL 112 132 141 141 141 131 113
MB UL 105 123 132 132 132 122 106
3 RADIANCE 83 96 103 105 102 96 84
MB LL 81 95 101 102 101 94 81
TE LL 73 86 92 92 92 86 74
TE UL 115 133 143 146 143 133 116
MB UL 108 124 133 137 133 124 108
4  RADIANCE 84 97 105 106 104 97 85
MB LL 83 96 103 105 103 96 83
TELL 75 87 93 96 93 87 76
TE UL 113 132 141 140 141 132 112
MB UL 105 124 131 131 131 123 105
5 RADIANCE 83 96 102 104 102 95 83
MB LL 81 95 101 101 101 95 81
TE LL 74 86 92 92 92 86 73
TE UL 103 124 130 127 130 123 104
MB UL 97 116 121 119 121 115 97
6 RADIANCE 77 89 95 95 97 91 76
MB LL 74 89 93 92 93 89 75
TELL 68 81 85 83 85 81 68
TE UL 92 108 116 117 115 108 92
MB UL 86 100 108 109 107 100 86
7 RADIANCE 68 78 85 85 84 76 66
MB LL 66 77 83 84 83 77 66
TE LL 60 70 76 76 75 70 60

Table A.1: RADIANCE results for the measurement point illuminances of CIE test case 4.1, gray
wall - CFL lamp, with upper and lower limits as given by the CIE.
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Sensor

Position 1 | 2 | 3] 4 ] 5 | 6 | 7

TE UL 50 68 66 60 66 68 51

MB UL 47 63 62 56 61 63 48

1 RADIANCE 35 45 45 42 46 46 35
disk sampling 36 47 47 44 48 48 37

MB LL 36 49 48 43 47 49 37

TE LL 33 44 43 39 43 44 33

TE UL 65 93 88 77 87 93 67

MB UL 61 87 83 72 81 87 62

> RADIANCE 45 61 59 53 60 61 46
disk sampling a7 64 62 56 63 65 48

MB LL 47 67 64 55 63 67 48
TELL 43 61 58 50 57 61 44

TE UL 65 90 87 77 85 90 66

MB UL 61 84 81 72 80 84 62

3 RADIANCE 45 59 59 54 60 61 46
disk sampling a7 62 62 57 63 64 49

MB LL 47 65 62 56 61 65 48
TELL 42 59 57 50 56 59 43

TE UL 61 79 77 72 77 79 61

MB UL 57 74 72 67 72 73 51

4 RADIANCE 42 53 54 53 56 56 44
disk sampling 44 56 57 56 59 59 47

MB LL 44 57 55 52 55 56 44
TELL 40 52 50 47 50 51 40

TE UL 66 89 85 75 83 87 64

MB UL 61 83 79 70 78 82 60

5 RADIANCE 45 59 59 56 63 64 49
disk sampling 47 62 63 59 66 68 51

MB LL 47 64 61 54 60 63 46
TELL 43 58 55 49 54 57 42

TE UL 65 92 85 74 83 89 63

MB UL 61 86 80 69 78 83 59

6 RADIANCE 45 60 60 55 64 67 49
disk sampling 47 64 63 58 68 70 52

MB LL 47 66 61 53 60 64 46
TELL 43 60 56 48 54 58 41

TE UL 50 66 64 57 62 64 48

MB UL 47 62 60 54 58 60 45

7 RADIANCE 35 45 46 44 49 49 38
disk sampling 36 47 48 46 51 52 40

MB LL 36 48 46 41 45 46 35
TELL 33 43 42 38 41 42 31

Table A.2: RADIANCE results for the measurement point illuminances of CIE test case 4.2, gray

wall - opal lamp, with upper and lower limits as given by the CIE. -



A CIE 171:2006 Test Cases 4.1 - 4.6: Results

Sensor
Position 1 2 3 4 5 6 7
TE UL 178 279 265 222 265 279 180
MB UL 166 261 248 207 248 261 168
1 RADIANCE 161 241 228 197 233 240 158
MB LL 128 201 191 159 191 201 130
TELL 116 182 173 145 173 182 118
TE UL 206 312 305 258 308 317 214
MB UL 192 291 285 241 288 296 200
2 RADIANCE 178 252 245 220 254 255 178
MB LL 148 224 219 186 222 228 154
TELL 135 203 199 169 201 207 140
TE UL 229 353 337 281 342 358 232
MB UL 214 330 315 262 319 334 217
3 RADIANCE 196 287 279 245 287 291 198
MB LL 165 254 242 202 246 257 167
TELL 149 230 220 183 223 234 152
TE UL 209 310 303 265 311 315 207
MB UL 195 290 283 247 290 294 193
4  RADIANCE 194 282 273 244 282 285 192
MB LL 150 223 218 191 224 227 149
TE LL 136 203 198 173 203 206 135
TE UL 230 358 345 286 344 356 229
MB UL 215 334 322 267 321 332 214
5 RADIANCE 203 296 285 248 289 289 196
MB LL 165 257 248 206 247 256 165
TE LL 150 234 225 187 225 232 150
TE UL 221 329 317 264 312 317 209
MB UL 206 308 296 247 291 296 196
6 RADIANCE 184 264 256 225 253 254 178
MB LL 159 237 228 190 224 228 151
TE LL 144 215 207 173 204 207 137
TE UL 188 289 273 229 274 283 180
MB UL 176 270 255 214 255 264 168
7 RADIANCE 167 249 237 205 240 245 163
MB LL 135 208 196 165 157 204 129
TE LL 123 189 178 150 179 185 117

Table A.3: RADIANCE results for the measurement point illuminances of CIE test case 4.3, gray
wall - SSR luminaire, with upper and lower limits as given by the CIE.
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Sensor
Position 1 ] 2 | 3 ] 4 ] 5 | 6 | 7
TE UL 30 32 39 43 40 33 31
MB UL 28 29 37 40 38 30 29
1 RADIANCE 26 29 35 37 34 29 26
MB LL 22 23 28 31 29 23 22
TELL 20 21 26 28 26 21 20
TE UL 31 32 39 42 41 33 31
MB UL 28 30 37 39 38 31 29
2 RADIANCE 28 29 36 39 36 30 28
MB LL 22 23 28 30 29 24 23
TELL 20 21 26 28 27 21 21
TE UL 39 41 51 54 51 40 38
MB UL 36 38 48 51 47 38 35
3 RADIANCE 34 37 45 49 44 37 35
MB LL 28 29 37 39 37 29 27
TELL 25 27 33 36 33 26 25
TE UL 43 46 57 62 57 46 43
MB UL 40 43 53 57 53 43 40
4  RADIANCE 37 41 50 52 49 41 37
MB LL 31 33 41 44 41 33 31
TELL 28 30 37 40 37 30 28
TE UL 38 40 51 54 51 41 38
MB UL 35 38 48 51 48 38 36
5 RADIANCE 35 37 44 49 44 37 34
MB LL 27 29 37 39 37 29 28
TE LL 25 26 33 35 34 27 25
TE UL 31 33 41 43 40 33 31
MB UL 29 30 39 40 38 31 29
6 RADIANCE 28 30 37 40 36 30 28
MB LL 23 23 30 31 29 23 23
TELL 20 21 27 28 26 21 20
TE UL 31 33 42 44 41 33 32
MB UL 29 31 39 41 38 31 30
7 RADIANCE 27 29 35 38 35 29 27
MB LL 22 24 30 32 29 24 23
TE LL 20 21 27 29 26 22 21

Table A.4: RaDIANCE results for the measurement point illuminances of CIE test case 4.4,
black wall - CFL lamp, with upper and lower limits as given by the CIE.
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Sensor

Position 1 | 2 | 3] 4 ] 5 | 6 | 7

TE UL 32 48 47 42 47 48 33

MB UL 30 44 44 40 44 45 31

1 RADIANCE 23 33 34 31 34 33 24
disk sampling 24 35 36 33 36 35 25

MB LL 23 34 34 31 34 35 24
TELL 21 31 31 28 31 31 22

TE UL 46 73 70 60 69 74 48

MB UL 43 68 66 56 64 69 44

5 RADIANCE 33 50 49 43 50 51 33
disk sampling 35 53 52 46 53 54 35

MB LL 33 53 51 43 49 53 34
TELL 30 48 46 39 45 48 31

TE UL 47 71 70 61 69 72 48

MB UL 44 66 65 57 65 67 45

3 RADIANCE 34 49 49 45 50 50 35
disk sampling 35 52 53 48 54 54 37

MB LL 34 51 50 44 50 52 34
TELL 30 46 45 40 45 47 31

TE UL 43 61 62 56 61 61 43

MB UL 40 57 57 53 57 57 40

4 RADIANCE 31 43 45 44 a7 46 33
disk sampling 33 46 48 46 50 49 35

MB LL 31 44 44 40 44 44 31
TELL 28 40 40 37 40 40 28

TE UL 47 71 68 60 68 70 47

MB UL 44 66 64 56 63 65 43

5 RADIANCE 33 49 50 46 53 54 37
disk sampling 35 52 53 49 57 57 39

MB LL 34 51 49 43 49 50 33
TELL 31 46 44 39 44 46 30

TE UL 46 72 68 57 66 71 45

MB UL 43 67 63 54 62 66 42

6 RADIANCE 33 50 49 45 53 55 36
disk sampling 35 53 53 48 57 59 39

MB LL 33 52 49 41 47 51 33
TELL 30 47 44 37 43 46 30

TE UL 32 47 46 40 45 45 31

MB UL 30 44 43 38 42 42 29
RADIANCE 23 33 34 33 37 37 26

disk sampling 24 35 36 35 39 39 27

MB LL 23 34 33 29 32 33 23

TE LL 21 30 30 26 29 30 20

Table A.5: RADIANCE results for the measurement point illuminances of CIE test case 4.5,
black wall - opal lamp, with upper and lower limits as given by the CIE.
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Sensor
Position 1 2 3 4 5 6 7
TE UL 146 249 237 197 237 252 149
MB UL 136 232 221 184 221 235 139
1 RADIANCE 135 216 204 175 210 215 132
MB LL 105 179 170 142 170 181 107
TELL 95 162 155 129 155 164 97
TE UL 172 288 282 236 284 294 179
MB UL 161 269 263 221 265 275 168
2 RADIANCE 151 233 227 202 236 235 151
MB LL 124 207 202 170 204 211 129
TE LL 113 188 184 154 185 192 117
TE UL 195 329 313 258 317 335 196
MB UL 182 307 292 241 296 312 183
3 RADIANCE 170 268 261 228 270 272 172
MB LL 140 237 225 185 228 241 141
TELL 127 215 204 168 207 218 128
TE UL 178 287 278 242 285 290 176
MB UL 166 268 259 226 266 271 164
4  RADIANCE 171 264 255 227 265 266 169
MB LL 128 206 200 174 205 209 126
TE LL 116 187 181 158 186 190 115
TE UL 196 334 320 262 319 333 196
MB UL 183 312 299 244 298 311 183
5 RADIANCE 178 277 267 231 272 271 170
MB LL 141 240 230 188 230 239 141
TELL 128 218 209 171 208 217 128
TE UL 186 306 292 242 287 292 175
MB UL 174 286 273 226 268 273 163
6 RADIANCE 157 243 237 207 235 233 151
MB LL 134 220 210 174 206 210 126
TE LL 122 200 191 158 187 191 114
TE UL 155 258 241 202 242 251 146
MB UL 145 241 225 189 226 234 136
7 RADIANCE 139 222 212 182 215 218 135
MB LL 111 186 173 145 174 180 105
TELL 101 169 157 132 158 164 95

Table A.6: RADIANCE results for the measurement point illuminances of CIE test case 4.6,
black wall - SSR luminaire, with upper and lower limits as given by the CIE.
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BRDF Model

In Section 2.2.2 on page 35 we state that, in the plane of incidence, the maxinaum rméw
BRDF fyew (01, ¢1; 04, ¢,,) OCcurs below the mirror direction, whereas the peak of the new BRDF
times the cosine of the polar angle of the reflected direcfien (6;, ¢1; 6., @) - cos 8, is found

in the mirror direction.

Let ps = 1 andd; > 0. In the plane of incidence, = ¢; + = and hence

fnew(0l7¢l;0w¢l +7T) =
1 exp (_ ((3052 & N sin? ¢l> (sin@v —sin 6, >2> . 2 (1 4 cos(0; + 9,1))' (B.1)

a? (32 cos 0; + cos 0, (cos B + cos 6,)*

Partial differentiation with respect #, yields

1 sin 91

~ Anaf cos3 b,
91):0l

afnew(ela (bl; 91}7 (bl + 7T)
00,

> 0. (B.2)

Thus frew (01, &15 04, ¢ + ) is still increasing in the mirror directiofy, = ¢; and must have its
maximum below. Using the product rule and applying Equation (2.27) we fatd th

0 (fnew(ela le; eva ¢l + 77) - COS ‘91))
00,

0y =0,
1 .
sinf Frew (01, 61301, &+ 70) - sin 6, = 0. (B.3)

draf  cos?

Thus frew (01, ¢1; 04, ¢y + ) - cos 6, has its maximum in the mirror directigh, = 6;.
O

In Equation 2.30 we state that the albedo of our new BRDF meets energycéalan its
albedo is bounded by 1. Rewriting Equation (2.30) with respect to the saniifgl, s (see
Equations[(2.31) and (2.32)) yields

2 pm/2 9
7 — . N Vs v 1 . B4
a(v) /0 /0 T+ cosfy/ costy da,3(01, ¢1; 0, du) cos Oy sin 6;d6;d ¢y (B.4)

Lete = tand and ¢, § as given by Ward’s sampling method (see Equation (2.21)). From the
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spherical coordinates

¥ = (sin 0y, cos ¢y, sin O, sin ¢y, cos by,), (B.5)
h = (ecosd,esing,1)/v/1 + €2, (B.6)
and [ = (sin 0; cos ¢y, sin 0 sin ¢y, cos 0)) = —U + 2(5, 17>E (B.7)
we Compute
i 01) - Wo 91)
cos ) = —cos 0, + P cos(¢ (é) ) + cos (B.8)
1+e€
and thus ; )
1- 2 v - Yo

costh €“ + 2etan 6, cos(¢ — ¢ ) (B.9)

cosf, 1+ €2
By the transformation law for densities and by substituting Equation (B.9) intatan (B.4)
we obtain

L 2
a(v) = //D 1+ (1+€)/(1— €+ 2etanb, cos(p — ¢y))

whereD denotes the valid domain whefg< 7 /2 and thus a sample ray is not rejected:

dsdt, (B.10)

D = {(s,t) €[0,1)%|1 — € + 2etan b, cos(¢ — ¢,,) > 0}. (B.11)

In the general case, i.e. wheres small and at non-grazing angles whexe 6, is not too large,
the albedo approximates 1:

, 2 _
a(v) ~ //[071)2 T 1dsdt =1. (B.12)
For grazing angles, let=# 0 andf, — 7 /2. Then
2 2 (B.13)
1+ (1+€2)/(1— €+ 2etan b, cos(¢d — ¢y)) '
and
D — {(s,t) € [0,1)*| cos(¢ — ¢,) > 0}. (B.14)

Although in generab is not uniformly distributed if(—, 7|, the probability that a sample ray
is not rejected
P{cos(¢ — ¢,) >0} =1/2 (B.15)

because the distribution @f is point symmetric about the origin. Combining Equation (B.10)
with Equations|(B.13) td (B.15) yields thatv) — 1 if 6, — 7/2.
O
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N 4 25° 35° 45° 55° 65° 75°
0.0° 0.001348 0.001348 0.001348 0.001348 0.001348 0.001
2.5° 0.001348 0.001348 0.001348 0.001348 0.001348  0.001
5.0° 0.001348 0.001348 0.001348 0.001348 0.001348 0.001
7.5° 0.001348 0.001348 0.001348 0.001348 0.001348 0.001
10.0° | 0.001348 0.001348 0.001348 0.001348 0.001348 0.001
12.5° | 0.001348 0.001348 0.001348 0.001348 0.001348  0.001
15.0° | 0.013480 0.001348 0.001348 0.001348 0.001348  0.001
17.5° | 0.107840 0.001348 0.001348 0.001348 0.001348  0.001
20.0° | 0.202200 0.001348 0.001348 0.001348 0.001348 0.001
22.5° | 0.505500 0.014154 0.001348 0.001348 0.001348 0.001
25.0° | 0.808800 0.026960 0.001348 0.001348 0.001348  0.001
27.5° | 0.505500 0.114580 0.007414 0.001348 0.001348  0.001
30.0° | 0.202200 0.202200 0.013480 0.001348 0.001348  0.001
32.5° | 0.134800 0.572900 0.040440 0.001348 0.001348 0.001
35.0° | 0.067400 0.943600 0.067400 0.001348 0.001348  0.001
37.5° | 0.040440 0.606600 0.148280 0.007414 0.001348 0.001
40.0° | 0.013480 0.269600 0.229160 0.013480 0.001348  0.001
42.5° | 0.007414 0.148280 0.721180 0.040440 0.001348  0.001
45.0° | 0.001348 0.026960 1.213200 0.067400 0.001348 0.001
47.5° | 0.001348 0.014154 0.808800 0.202200 0.007414  0.001
50.0° | 0.001348 0.001348 0.404400 0.337000 0.013480 0.001
52.5° | 0.001348 0.001348 0.235900 1.179500 0.040440  0.001
55.0° | 0.001348 0.001348 0.067400 2.022000 0.067400 0.001
57.5° | 0.001348 0.001348 0.040440 1.348000 0.370700 0.007
60.0° | 0.001348 0.001348 0.013480 0.674000 0.674000 0.013
62.5° | 0.001348 0.001348 0.007414 0.370700 2.493800 0.074
65.0° | 0.001348 0.001348 0.001348 0.067400 4.313600 0.134
67.5° | 0.001348 0.001348 0.001348 0.040440 2.898200 0.808
70.0° | 0.001348 0.001348 0.001348 0.013480 1.482800 1.482
72.5° | 0.001348 0.001348 0.001348 0.007414 0.842500 6.335
75.0° | 0.001348 0.001348 0.001348 0.001348 0.202200 11.18
77.5° | 0.001348 0.001348 0.001348 0.001348 0.134800 6.335
80.0° | 0.001348 0.001348 0.001348 0.001348 0.067400 1.482
82.5° | 0.001348 0.001348 0.001348 0.001348 0.001348 0.808
85.0° | 0.001348 0.001348 0.001348 0.001348 0.001348 0.134
87.5° | 0.001348 0.001348 0.001348 0.001348 0.001348 0.074
90.0° | 0.001348 0.001348 0.001348 0.001348 0.001348 0.013

348
348
348
348
348
348
348
348
348
348
348
348
348
348
348
348
348
348
348
348
348
348
348
414
480
140
800
800
800
600
840
600
800
800
800
140
480

Table B.1: Reflection data for an isotropic red linoleum floor measured bglaach LichtLa-
bor; total reflectiorp under CIE standard illuminant A: 17.5%.
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